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Abstract
This article explores current trends and future projections of artificial intelligence (AI) in technology, eco-
nomics, and the environment. Using data from sources like the AI Index, AI history, and AI investments,
we analyze AI-driven technological advancements. The study looks at the growth and impact of advanced
language models in natural language processing (NLP), the economic effects of AI, and the sustainability
challenges of its computational needs. We address these issues by suggesting strategies for future research
and governance to align AI development with social and environmental goals. By examining historical AI
data, we highlight AI’s significant role in shaping the tech landscape. Our opinion is based on current reviews,
evidence, and concerns, situating our findings within broader AI and innovation discussions. We offer
interpretations and thoughtful speculations on the future direction of AI technology, providing practical
insights and strategic advice to guide its development.

Keywords: Artificial Intelligence, Technology, Innovation, AI Index, AI companies, Future of AI

1 Introduction
Artificial intelligence (AI) is rapidly changing the current state of technology and innovation across a variety
of industries [1]. AI is an interdisciplinary field that uses machine learning, deep learning, and other advanced
computational techniques to create systems capable of performing tasks that would normally require
human intelligence, and beyond [2]. The integration of AI into various industries has resulted in significant
improvements in efficiency, accuracy, and innovation, allowing faster development in basic data processing
to more complex decision-making and problem-solving processes [3]. However, with these advancements
come significant challenges and concerns, particularly in terms of economic impact and environmental
sustainability. As AI keeps growing, it will affect industries more and the everyday lives of people, with the
need for cautious implementation using its potential [4].

AI has become a significant driver of innovation and efficiency in a variety of industries, as it automates
coding tasks, optimizes algorithms, and automates manufacturing processes, lowering operational costs
and improving product quality [5]. The rapid proliferation of AI technologies is reflected in the growing
number of AI-related patent applications, indicating increased interest and investment in AI research and
development [6]. Moreover, the economic impact of AI is significant, providing opportunities for growth
and innovation while also posing challenges such that large corporations have the resources to fully utilize
AI, whereas smaller organizations may struggle to keep up, potentially leading to market consolidation and
increased economic inequality [7]. Along with socioeconomic balance concerns, future AI research and
development should also prioritize minimizing the environmental impact, particularly in terms of energy
consumption [8].

The motivation behind this paper is to provide a comprehensive analysis of the diverse impacts of AI. By
considering the technological, economic, and environmental components, this paper provides a balanced
view of AI’s current condition and future direction. It also tries to highlight possible issues and provide
strategies for future research and governance to ensure that AI progress is consistent with broader social
objectives.

The paper is organized as follows: The section "AI-Driven Trends and Future Projections Across Various
Sectors" investigates how AI is driving innovation in a variety of technological sectors. The "Evolution and
Impact of Advanced Language Models in Natural Language Processing" section discusses recent achieve-
ments in natural language processing and their implications. In "The Economic Impact and Future of Artificial
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Intelligence" how AI affects labor markets and economic growth is considered. "The Computational Evolution
and Future Demands in Artificial Intelligence" section discusses the resource requirements of AI systems
and their sustainability. Finally, the "Future Directions and Sustainability in Artificial Intelligence" section
states possible future directions for AI growth and highlights related dangers that need to be handled by
also including a subsection named "Concerns with the Environmental Impact of Artificial Intelligence" which
examines the environmental consequences of wide AI use. By addressing these concerns, this research hopes
to contribute to a humble understanding of AI’s role in current technology and innovation. It points out the
importance of strategic planning in maximizing the benefits of AI while reducing its possible disadvantages.
This study also aims to contribute to the ongoing discussion on AI in technology and innovation by analyzing
current developments and discussing the potential future.

2 AI-Driven Trends and Future Projections Across Various Sectors
Artificial intelligence has had a major effect on technological growth, driving major improvements in a wide
range of industries, including software development, themedical field, manufacturing, finance, transportation,
and general research and development [9, 10]. AI’s impact on technological development is already evident
in the rapid rise in the number of patent applications, indicating the fast adoption and integration of AI
technologies [11].

Hereby, Figure 1 shows the number of patent applications related to AI from 2010 to 2019 across various
sectors, according to the data obtained from an open database [12]. As stated, the telecommunications
sector has experienced a dramatic expansion, particularly since 2016, followed by an increase in the banking,
life sciences, and transportation sectors. This trend points out the increasing popularity and accelerating
adoption of AI technologies.

Figure 1. Total patent applications per year related to AI for different sectors.

AI-driven robotics and automation structures have improved manufacturing procedures and reduced opera-
tional costs [10]. For instance, predictive maintenance systems, which predict machine failures before they
occur, reduce downtime while lowering costs [13]. By improving product quality and reducing human error,
AI enhances the performance and productivity of manufacturing operations, resulting in significant cost
savings and increased long-term viability [14]. AI integration in production not only improves operational
performance but also increases the industry’s ability to innovate and respond quickly to customer demands
[15].

Moreover, the finance industry has also been reshaped by AI, with algorithms developing sophisticated
trading strategies, dealing with risks, and detecting fraud [16]. Especially on high-frequency trading plat-
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forms, AI is used to research market trends and perform trades with high rates and precision that exceed
human capabilities [17]. AI threat control systems investigate the creditor’s reliability and forecast market
fluctuations, reducing economic risks for banks [18], and AI fraud detection algorithms detect suspicious
activity in real-time, thereby improving financial operations’ reliability and safety, strengthening the financial
industry’s ability to adapt to emerging threats and possibilities [19].

In the transportation sector, AI is being used to improve self-driving vehicles, intelligent traffic management
systems, and better logistics solutions [20]. Self-driving cars, powered by modern artificial intelligence
algorithms, have the potential to reduce accidents while improving fuel efficiency [21], and AI-based
monitoring systems optimize traffic flow, lowering congestion and emissions [22]. Logistics companies use
AI to automate their operations, ensuring timely deliveries and efficient resource utilization [10]. Therefore,
the integration of AI in transportation not only improves operational performance but also contributes to
more secure and sustainable cities.

Artificial intelligence has also revolutionized research and development in a variety of fields. For example,
in medicinal products, AI accelerates drug discovery by studying massive datasets of molecular systems
and biological pathways to predict the efficacy of new compounds and identify potential side effects [23].
Materials technology benefits from AI models that predict the properties of new substances before synthesis,
reducing the time and cost of experimentation [24]. AI simulation tools in engineering provide accurate
projections of product performance, allowing for more efficient designs and reducing the need for physical
prototypes [25]. These advances in R&D encourage innovation and accelerate the pace of discovery and
product improvement.

AI-powered diagnostic devices that use advanced machine learning (ML) algorithms have accelerated medical
imaging by detecting anomalies and diagnosing problems more accurately and rapidly [26]. These structures
have transformed healthcare through the use of early disease detection and the development of personalized
treatment techniques based on individual patient data [27]. Furthermore, predictive analytics in biomedical
engineering improve resource utilization and patient experience by simplifying clinic processes [28].

AI also has a significant impact onmobile technology, which is increasingly being integrated into smartphones,
smart speakers, wearables, and IoT devices, where it provides personalized recommendations, predicts user
preferences, and automates routine tasks resulting in a paradigm shift in device design and capabilities [29].
Personal assistants, such as Siri and Alexa, provide a personalized experience through voice commands,
proactive signals, and context-aware instructions, responding to user behavior, simplifying the user experi-
ence [30]. Modern smartphones include features like facial recognition, natural language understanding, and
predictive text input, which improve security, usability, and efficiency while also reshaping user interactions,
making devices more adaptable and personalized [31]. This shift is making technology more intuitive and
user-centric, changing how we interact with electronic devices daily.

Figure 2 presents the forecasted patent applications related to AI from 2010 to 2028 for various sectors. It
suggests significant growth in sectors such as security, business, transportation, and life sciences, implying
that these fields will continue to drive innovation and AI adoption in the future.

AI has also accelerated the development of new technologies such as natural language processing (NLP)
and conversational AI, allowing virtual assistants to recognize and respond to human speech in real-time
[32]. Artificial intelligence-driven advancements in augmented reality (AR) and virtual reality (VR) have
transformed entertainment, gaming, and experience enhancement, minimizing the distinction between the
physical and virtual worlds [33]. As a result, the rise of AI has led to significant changes in consumer behavior,
with people increasingly relying on AI-powered products and applications to simplify tasks, benefit from
readily available information, and speed up decision-making [34].

3 Evolution and Impact of Advanced Language Models in Natural Language
Processing

Advances in language modeling have significantly improved the capabilities of NLP systems, making them
more context-aware and effective across a variety of applications [35]. Language modeling has evolved from
basic statistical methods and early n-gram models to recurrent neural networks (RNNs) and long short-term
memory networks (LSTMs), resulting in the state of the art with transformers and generative AI [36]. This
progress has been accelerated by the demand for more accurate and context-aware language understanding,
as well as the exponential increase in computational sources [37].

The simplest type of language modeling is based on n-gram models as they depend on the co-prevalence of
words to predict the next phrase in a sequence, shooting the probability of a phrase given the previous n − 1
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Figure 2. Forecasted total patent applications per year related to AI for different sectors.

words [38]. The basic representation can be found in Equation 3. For example, in a bigram version (n=2),
the prediction of a word is completely dependent on the preceding phrase [39]. Because of their simplicity
and low computational requirements, n-gram models allow them to run on machines without advanced
hardware such as GPUs, consuming significantly less power [40, 41]. However, their limited context window
limits their ability to capture more complex dependencies in texts, resulting in poor results for tasks that
require more knowledge of the context [37].

P (wi |wi−(n−1) , . . . ,wi−1) =
C (wi−(n−1) , . . . ,wi )
C (wi−(n−1) , . . . ,wi−1)

(1)

Here, P (wi |wi−(n−1) , . . . ,wi−1) represents the probability of word wi given the previous n − 1 words, and
C (·) denotes the count of occurrences of the given sequence in the training corpus.

The development of RNNs and LSTMs posed an important step in language modeling as these models are
under the deep learning paradigm and offer a more advanced method of encoding context than n-gram
models [41]. RNNs are intended to handle sequential data by maintaining a hidden state that updates
as it approaches each element of the collection, theoretically capturing dependencies of any length [42].
LSTMs, a type of RNN, deal with the problem of vanishing gradients, allowing them to capture long-term
dependencies more accurately [42]. This ability has made RNNs and LSTMs essential in improving the
performance of many NLP tasks. Transformers, on the other hand, have the attention mechanism at their
core and have transformed the field of NLP by eliminating the sequential processing of RNNs and instead
processing the entire input sequence at once [43, 44]. The attention mechanism allows the model to assess
the importance of various words in the input sequence, capturing complex dependencies regardless of
their distance from one another [44]. This parallel processing capability increases efficiency and scalability,
enabling transformers to handle larger datasets and more complex tasks [43].

Recent developments in generative AI (GenAI) have led to a surge in data and resource usage, with Large
language models (LLM) models requiring vast datasets and extensive computational power [45, 46]. LLMs
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have revolutionized NLP by generating human-like text, but they require substantial resources for training and
deployment, raising questions about their economic viability and environmental sustainability [47]. They also
enable groundbreaking applications in content creation, automated customer support, and advanced research
tools, but their substantial computational and energy requirements raise concerns about environmental
impact and resource allocation [48].

4 The Economic Impact and Future of Artificial Intelligence
Advancements in GPU technology, the high costs of training and maintaining large AI models, and the
transformative impact of AI-augmented research and development all contribute to the artificial intelligence
economy [49]. While AI provides significant economic opportunities by increasing competitiveness, opening
up new markets, and improving operational efficiencies, it also introduces challenges such as high costs, mar-
ket consolidation, and workforce adaptation [50]. Dealing with these challenges is essential for maximizing
AI’s economic benefits and ensuring development in the long run.

GPUs have played an important role in the advancement of machine learning and artificial intelligence,
and eventually, GPUs’ price-performance ratio has improved dramatically over the years as semiconductor
technology has advanced and economies of scale have increased [51]. This improvement has resulted
in increased computational power and memory capacity at lower costs, however, the demand for high-
performance GPUs frequently exceeds supply, causing price volatility [52]. As AI models become more
complex, the demand for more powerful and efficient GPUs grows, emphasizing the importance of ongoing
innovation in GPU technology, which makes continued investment in GPU research and development critical
to meeting the increasing demands of AI applications [53].

Training and operating commercial LLMs are highly costly, since training these models necessitates the
processing of massive datasets across thousands of GPUs for a long time, resulting in significant costs for
computational resources, electricity, and cooling systems [47]. Although companies have experimented
with various revenue models to help them reduce these costs, the costs of training and maintaining these
models are prohibitively expensive for many end users, making them economically unfeasible without
significant financial support [54]. One common approach is to incorporate advertising into AI services, which
compensates costs with ad revenue [55]. Other approaches include providing subscription-based access to
advanced features or forming partnerships with cloud service providers to distribute computational load
[56]. These models contribute to increasing the accessibility of powerful AI tools while also generating
revenue to cover high operational costs.

AI systems can process large amounts of data, identify patterns, and generate insights much faster than
humans can, causing accelerated research processes that shorten product development cycles and speed
up market entry [57]. AI-augmented R&D is transforming how companies innovate and develop new
products, which improve competitiveness, accelerate growth, and open up new markets [58]. AI is enabling
breakthroughs in industries such as pharmaceuticals, materials science, and energy, resulting inmore effective
drugs, advanced materials, and optimized energy systems, thus, integrating AI into R&D processes is crucial
for companies seeking a competitive advantage [53, 51]. AI algorithms that provide predictive analytics,
personalized marketing, and automated customer service are becoming increasingly common in a variety
of industries, generating significant economic value [34]. These innovations improve not only operational
efficiency but also customer experiences and satisfaction, resulting in increased revenue and market share
[59]. Furthermore, the adoption of AI technologies is transforming traditional business practices, resulting in
more agile and responsive business models capable of rapidly adapting to market changes [60].

Figure 3 illustrates the projected exponential growth in corporate investment in AI from 2022 to 2028, and
the data were obtained from an open-sourced dataset from kaggle.com [12]. Using actual investment data,
which represents the total corporate investment in artificial intelligence, adjusted for inflation up to 2021,
the graph forecasts future investment using an exponential regression algorithm.

This exponential growth indicates a significant increase in resources dedicated to AI, highlighting the
importance of future technological developments. The rapid increase in forecasted investment demonstrates
confidence in AI’s transformative potential across industries, emphasizing the necessity of proper planning
and investment to optimize AI’s economic benefits [15].

5 The Computational Evolution and Future Demands in Artificial Intelligence
Machine learning has advanced significantly, with three distinct eras: simple models (pre-2010), deep
learning (2010-2020), and the current era of transformer models and generative AI (post-2020) [36]. Each
era represents significant changes in computational demands, which have increased dramatically over the
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Figure 3. Forecasting future corporate investment in AI.

years. Pre-2010 models consisted of classical machine learning classifiers such as decision trees, linear
regression, and support vector machines, where the computational requirements were relatively low, and
most tasks could be completed using standard CPUs [61]. These models’ simplicity required less data and
computational power, making them accessible and efficient given the technical limitations of the time [51].

From 2010 to 2020, the development of machine learning changed with the introduction of deep learning,
especially convolutional neural networks (CNNs) and recurrent neural networks (RNNs) and these models
significantly increased computational demands, necessitating the use of GPUs to handle the large datasets
required for effective training [62]. Moreover, GPUs’ parallel processing capabilities allowed for more
efficient training of these complex models, resulting in improvements in domains such as image and speech
recognition [63].

On the other hand, transformers and generative AI (GenAI) models have impacted AI developments since
2020, increasing computational requirements to new levels [45]. Furthermore, while transformers provide
significant benefits, they do so at a high cost because their training necessitates massive data and compu-
tational resources, with the attention mechanism initially having quadratic computational complexity to
sequence length [64]. This makes transformers extremely resource-demanding, requiring high-RAM GPUs or
specialized hardware such as TPUs (Tensor Processing Units) [65]. Figure 4 shows the LLM models by 2023
with their Massive Multitask Language Understanding (MMLU) scores and training compute relationships
in terms of petaFLOPs, according to the open-access data from [12]. This figure simply presents the high
number of computational units required to achieve the higher MMLU scores to reach the level of the models
for understanding the human dialect.

The exponential increase in model sizes has resulted in a phenomenon known as the parameter gap, in which
modern models, particularly those in NLP, contain billions of parameters [66]. The growth is motivated by
the need for a more sophisticated understanding and generation of human language, but it poses significant
challenges in terms of data, training time, and computing resources [49]. Modern NLP models require large
datasets to function effectively, which presents several challenges, such as it becomes more difficult to
ensure data quality with potential accuracy and relevance issues with the growing size of the datasets [67].
Security issues and regulations make data availability more difficult, even bringing up the continuous data
scaling problem [68]. Accordingly, a forecast for the training compute in petaFLOPs can be found in Figure
5, which suggests that the computational complexity of the models will be more than 6 times that of the
current models in 2023, based on an open-sourced dataset [12].
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Figure 4. Published LLM models and corresponding organizations in 2023 for their MMLU and
training compute values.

Motivated by the current computational demands for better LLM models, as given in Figure 4, a forecast
of the average MMLU has been made. Accordingly, the forecasting model whose results can be found in
Figure 6 suggests that the LLM models will almost completely be able to understand the human dialect as
the predicted MMLU scores converge to 100% by the year 2028.

The future of AI has to find a balance between increasing computational capabilities and managing resource
consumption since innovations in model efficiency, data usage, and hardware design will be essential in
ensuring that the computational demand for AI remains stable [69].

6 Future Directions and Sustainability in Artificial Intelligence
Artificial intelligence has transformed many aspects of our daily routines, introducing groundbreaking
discoveries and altering our interactions with technology [70]. AI’s potential to revolutionize society is
immense, offering new opportunities for innovation and growth. However, this potential is accompanied by
concerns about energy consumption and environmental impact [8]. Balancing the benefits of AI with its
resource demands is essential to ensuring that technological progress does not harm the environment, since
finding this balance is vital for sustainable development [71].

The rapid growth of AI, driven by leading technology companies and rising demand, also has an unpredictable
future. As AI evolves, a balance between its enormous potential and the need for responsible develop-
ment should be managed [72]. By focusing on efficient models, sustainable data practices, and innovative
computational technologies, AI can have a positive impact on society while maintaining environmental
and economic health [8]. Embedding these principles in AI development promotes ongoing innovation and
societal well-being, ensuring that AI’s growth benefits the future [73]. Future initiatives should focus on
developing more efficient AI models that can lower economic and environmental costs. This includes investi-
gating sustainable data management procedures and developing computational technologies to improve
AI’s sustainability [74]. By prioritizing efficiency, ecological damage can be reduced while also making AI
more economically viable [36].

6.1 Concerns with the Environmental Impact of Artificial Intelligence
The economic and ecological effects associated with the computational demands of AI models are mostly
due to training large models requiring extensive data processing with a high number of GPUs, resulting in
high costs for computational resources, electricity, and cooling [71]. Language models have evolved from
the early versions focusing on word sequence analysis to the introduction of recurrent neural networks,
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Figure 5. A forecasting of the training compute in petaFLOPs.

transformers, and generative AI with increased data complexity, resulting in higher energy consumption
and a larger environmental footprint [46]. Training large language models has a significant environmental
impact; training a single model emits as much carbon dioxide as several cars over its lifetime [75]. However,
renewable energy alone is not a complete solution because it can be allocated to other business sectors too.

The energy consumption associated with AI training and inference increases carbon emissions and creates
environmental issues [71]. The AI community may reduce these effects by promoting environmentally
friendly technologies, using renewable energy, and establishing regulations that ensure AI technology
growth aligns with environmental goals [19]. Many regions still rely heavily on fossil fuels for electricity
generation, further compounding the environmental impact of AI’s energy use and contributing to global
warming and climate change [76]. Additionally, the energy-intensive nature of AI operations imposes
financial burdens on organizations, increasing operational costs and potentially limiting the accessibility of
AI technologies to smaller enterprises and low-developed countries [77].

The future of AI will require a decrease in resource consumption by introducing several strategies including
optimizing AI models’ energy efficiency, using model compression techniques, and using energy-efficient
hardware [78]. Increasing the use of renewable energy sources in data centers can help reduce their carbon
footprint while promoting AI systems with lower computational requirements can increase AI’s accessibility
and sustainability [8].
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Abstract
This paper explores the vibrant field of autonomous agents based on large language models. In recentyears transformer-based large language models (LLMs) have advanced state of the art considerably in awide range of natural language tasks and demonstrated almost human-like reasoning capabilities and worldknowledge. Since autonomous agents rely on such properties, advances in LLMs have accelerated theprogress in autonomous agents. This paper reviews the literature by briefly describing how LLMs workand how they can be leveraged in the overall architecture of an autonomous agent to produce significantlymore capable and robust agents. Planning, memory, and action components of the autonomous agent areexamined separately and a discussion of trends and future directions follows.
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1 Introduction
Large language models (LLMs) based on the Transformer architecture [1] have been extraordinarily successfulin recent years. Many of these models [2] [3] [4] [5], developed and released by research and industrygroups in quick succession, have rapidly pushed forward the state of the art in natural language tasks infew-shot and zero-shot settings [6] [7]. LLMs excel in solving a broad range of natural tasks, exhibitingunprecedented emergent properties, extensive world knowledge, and advanced reasoning abilities [8].Autonomous agents [9] stand to benefit significantly from these new capabilities, enhancing their abilityto understand instructions in natural language as well as to plan and act with common sense and a robustworld model.
This paper explores the rapidly evolving trends in LLM-based autonomous agents and describes selectedimportant examples from the field. We provide a brief overview of LLMs and the transformer architecture insection 2 and in section 3, we examine the specifics of LLM-based autonomous agents, focusing on essentialcomponents such as planning, memory, and action. Finally, section 4 identifies and discusses prevalentpatterns in current research, offering conclusions and future directions in this swiftly developing area.
2 An Overview of the Decoder-Only Transformer Architecture
We begin with a brief overview of the large language models as the LLM-based autonomous agents are, bytheir very nature, tightly coupled with this transformer-based architecture. The fundamental structure oftransformers was put forth in the groundbreaking “Attention is All You Need” paper [1] and has remainedmostly similar to this day, with the more recent models adding tweaks to this architecture for incrementalbenefits. Instead of documenting each possible modification to the architecture, we will present a stylizedversion of a possible current model and note that LLMs from different publishers might utilize slight variationsin their structure.
At a fundamental level, the large language models create a conditional probability distribution on tokens,which are words or word-like bits of text described in more detail in subsection 2.1, given the tokenspreviously seen in the text. The models we consider in this paper are auto-regressive, which means theyoperate in a sequential manner to predict the next token based only on the previous tokens. LLMs aretrained with massive corpora of text and the training aims to maximize the probability of the correct tokenat each location in the text. In concrete terms, given a sequence of tokens t = {t1, · · · , tN } in the trainingcorpus, the training objective is to maximize the likelihood of the correct token or, equivalently, minimize
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L (t) = −
N∑
i=1

log[P (t i |t i−1, · · · , t i−k ;Ω)] (1)

where L (t) is the cross-entropy loss over the given sequence of tokens, k is the number of previous tokenswe consider (sometimes called the context window length), and Ω is the set of trainable parameters of themodel. This objective function will force the randomly initialized model to mimic its input texts after sometraining as the Kullback-Leibler divergence between the distributions of the training texts and predictedtokens will be minimized.
The architecture of the large language model we will consider can be seen in Figure 1. Note that thisis a decoder-only model rather than the fundamental encoder-decoder structure proposed in [1] as theagents we are interested in will use decoder-only models. We now briefly review the components of thisarchitecture separately in the order of their appearance in the forward pass of the model.

Input
“What is your”

Tokenizer
“What”, “ is”, “ your”

Embedding & Positional Encoder
t1, t2, t3 ∈ Òd

Attention Feed Forward
x1, x2, x3 ∈ Òd

Linear Layer, Softmax
p ∈ ÒV

Output
“ name”

Transformer: Repeat 96 times

Figure 1. Stylized Structure of a Large Language Model.

2.1 Tokenization and Embedding
Sequences of text need to be tokenized and embedded into a vector space before they can be consumedby language models. A tokenizer is a deterministic program that uses a heuristic rule to break down textinto chunks called tokens. These tokens, usually words and subwords, are the inputs into the model andthe final output is a conditional probability distribution on the tokens. Two of the most commonly usedtokenizers in the currently state-of-the-art models are Wordpiece [10] and Byte Pair Encoding [11]. Theyhave a similar working principle in that they both break down the text into characters and then progressivelymerge contiguous chunks. The difference is that Byte Pair Encoding (BPE) merges chunks depending on thefrequency of the merged text in the corpus, whereas Wordpiece, in addition to BPE’s criterion, gives priorityto merging chunks that are infrequent on their own. The examples below illustrate the tokenization of tworandom phrases by the BPE tokenizer of OpenAI’s GPT-4 [5] as implemented by the tiktoken library [12].
Example Go to the store and buy groceries
Example high-rise buildings and backfilled excavation sites
The tokenizer indexes each possible token in the created vocabulary with an integer value and for any giventext, this sequence of integers are sent into the embedding layer. Unlike the tokenizer, the embedding layer isnot deterministic and usually needs to be trained along with the rest of the model. Embedding in NLP refersto the process of projecting each discrete token-indexing integer into a high-dimensional vector space. Someof the first papers on embedding in NLP were Word2Vec [13] and GloVe [13], which showed how to embedwords into high-dimensional vector spaces in such a way that their distances and linear transformations inthat space are semantically sensible. While these earlier algorithms considered vector spaces of dimensionsizes in the hundreds, the current breed of models tend to embed tokens to much higher dimensional spacesin order to capture richer meaning, with LLaMA-2 [4], for instance, using an embedding dimension of 4096.
While the token vector embeddings capture the meanings of the individual words, the positions of tokensalso hold semantic and syntactic value. The attention block itself has no way to account for the ordering ofthe tokens. Therefore, we need to feed information about the order to the rest of the model with another
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type of embedding called position encoding. [1] uses different frequencies of sine and cosine functions toderive positional encodings. A popular alternative is Rotary Position Embedding (RoPe) as proposed by [14]and used in prominent models such as LLaMA-2. Regardless of the method used, the positional encoding isusually a vector that is the same size as the semantic embedding vector described previously, which allowsthe two vectors to be simply summed up to create one vector per token as an input to the attention block.
2.2 The Transformer Block
The attention mechanism described in [1] is still commonly used in LLMs today and it is arguably the mostimportant part of the model as it can take credit for most of the impressive features of large language models.The type of attention that we consider in this paper falls into the category of self-attention, which means itattends only to its input sequence as opposed to other attention types that can also attend to their outputsequences.
Before launching into a description of the core of the transformer block, we note that most models includea normalization step at the end or, more commonly in the recent models, at the beginning of the attentionmechanism. One popular normalization method is Layer Normalization [15], which scales and shifts its inputto match a distribution easier to process. These normalization components provide numerical stability duringtraining and help avoid the usual problems of vanishing or exploding gradients.

t1 ∈ Òd“What” k1

q1

v1

α1,3 x1,3

t2 ∈ Òd“ is” k2

q2

v2

α2,3 x2,3

t3 ∈ Òd“ your” k3

q3

v3

α3,3 x3,3

x3 ∈ Òd

K
Q

V

q3 v1

K
Q

V

q3 v2

K
Q

V

q3 v3

Figure 2. Inner Working of the Attention Mechanism.

The fundamental function of the attention layer is to calculate the weight which a given token will assignto the information content of every other token. Figure 2 gives an overview of the mechanism. Given thetoken embedding dimension size d and assuming the attention mechanism also uses dimension d , the modellearns the weight matrices Q ∈ Òd×d , K ∈ Òd×d , andV ∈ Òd×d , which are used to project the incomingtoken embedding vectors into query, key, value spaces respectively. Thus, at every prediction step of themodel, we calculate for every token t i ∈ Òd in the context window
qi = Qt i

k i = K t i

vi =V t i

(2)

which are query, key, and value vectors for the token respectively. Query vectors are used to query therelevance of the token to every other token. The key vector is the answer to queries from other tokens to
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determine similarity and the value vector holds the information content of the token. In practice, we keepthe key and value vectors in a cache instead of re-calculating them at every step and further optimizingthe memory footprint of that sizable cache has been a persistent research target recently as in [16]. At theend of the attention layer, we want to calculate a weighted sum of all value vectors for every token in thecontext window, where the weights are the attention weights given to the corresponding tokens. For a giventoken t i , we first calculate attention scores ai j between t i and all other tokens t j in the context window:
ai j =

qi · k j√
d

(3)
The inner product is used here as a measure of similarity as two vectors will have a greater inner product ifthey are more closely aligned in the vector space. Thus, the attention score will be greater if the query vectorof one token is similar to the key vector of the other. The scaling expression in the denominator is helpfulbecause the inner product yields very large values as the dimension size increases and large values yieldvery small gradients during training. Once we have the attention scores, we obtain the attention weightswith the softmax function:

αi j = softmax(ai j ) (4)
and the output vector xi for the token is simply

xi =
∑
j

αi j vj (5)
The process described here is applicable in the case of a single attention head. Many models make useof multi-head attention, which refers to multiple such attention mechanisms working as described butindependently of each other. It is common for a multi-head attention model with h heads to use Q , K ,
V matrices in Òdk ×d such that dk = d/h, in which case the output vector from each head can be simplyconcatenated to produce a d -dimensional output vector.
The second part in the transformer block is a relatively straightforward feed-forward network (FFN), whichhas two linear transformations separated by a non-linear activation function such as ReLU:

FFN(x ) = max(0, xW1 + b1)W2 + b2 (6)
whereW1 andW2 are trainable weight matrices and b1 and b2 are trainable bias terms. It is common toregularize the FFN using the dropout method [17]. Many models set the dimensions ofW1 andW2 suchthat the input vector is mapped to a higher dimension by the first transformation and then reduced to theoriginal dimension by the second one. This allows a richer semantic representation inside the fully connectedcomponent. Intuitively, the attention mechanism retrieves all the relevant information from the context andthe feed-forward network analyzes the retrieved information in depth with the higher dimension mappingand non-linearity enhancing its expressive power.
Most models also make use of residual connections in between the attention and FFN components as wellas after the FFN. These connections add the input of a layer to the output of the same layer. Residualconnections provide a more direct connection from the trainable parameters appearing earlier in the modelto the parts closer to the final prediction. This provides better gradient updates to the parameters near thebeginning during training and prevents situations in which these parameters are not learned adequately dueto extremely small gradients.
Large language models run multiple transformer blocks in succession of each other in order to process datamore thoroughly. For instance, the LLaMA-2 model has versions with 32, 40, and 80 transformer layers [4]and one of the larger GPT-3 [2] versions has 96 layers.
2.3 Token Prediction
The last step in the large language model comes after the series of transformer blocks. With the lasttransformer block yielding one enriched context vector xi for every token t i in the input sequence, this laststep maps the vectors back into the vocabulary space and uses the softmax function to create a distributionof probabilities. Thus, for i -th position, the predicted probability vector is

p = softmax(W0.xi + b0) (7)
where xi ∈ Òd is the input context vector for the token from the last transformer block,WO ∈ ÒV ×d and
bO ∈ ÒV are trainable parameters andV is the vocabulary size. The most obvious and common way to pick
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a token using the output probability distribution is to pick the token corresponding to the highest predictedprobability. Alternative methods exist such as sampling from the multinomial distribution implied by p afterfiltering down only to the top k most likely tokens, called top-k sampling. [18] give a good overview of thesampling alternatives.
3 LLM-Based Autonomous Agents
Large language models have become remarkably popular in recent years in some part because they openedup the state of the art in artificial intelligence to a general audience in the user-friendly form of chatbots.There is a growing body of research which shows that, in addition to their usefulness as chatbots, the largelanguage models can enable breakthroughs in the field of autonomous agents due to their extraordinarilystrong reasoning abilities. For the purposes of this paper, an autonomous agent is defined as a system thatinteracts with its environment to solve a given task. The task can be quite complicated with multiple stepsand the autonomous agent has to make its planning and pursue its agenda without any assistance fromhumans. The older autonomous agents relied on relatively simple rules and heuristics in small sandboxenvironments, often borrowing from traditional control theory. [9] provides a good overview of what theyrefer to as intelligent agents. Later on, deep learning opened up new possibilities and techniques usingdeep reinforcement learning, in particular, such as [19] and [20] made marked improvements on earliermethods even though they still suffered from the problem of being confined to relatively small world models.The newer LLM-based agents have innovated heavily on traditional methods and show better promise inhandling complex real-world tasks and possibly growing into AGI systems in the future.
3.1 Examples of LLM-Based Autonomous Agents
AutoGPT [21] and BabyAGI [22] were two of the first LLM-based autonomous agents that were releasedshortly after ChatGPT. Both of these systems implemented the idea of running OpenAI’s GPT model [2]multiple times in order to break down complex tasks into parts and work on the parts in an iterative fashion.While AutoGPT focuses on handling practical tasks and has the ability to navigate the Internet and performvarious external actions, BabyAGI focuses more on learning, memory, sequential decision-making, andefficient task management in an effort to put forth a blueprint for a possible future AGI. A similarly earlyagent is HuggingGPT [23], which uses ChatGPT for planning and matching user requests with modelsavailable on the Hugging Face platform based on model descriptions in order to combine capabilities acrossa diversity of expertise areas and modalities such as text, vision, and speech. ViperGPT [24] is another takeon multimodality, where the agent, given an image and a related question, generates Python code leveragingvision models to answer the question.
Agents focused on the software engineering process have particularly attracted a lot of attention. GPT-Engineer [25] is an agent that takes a brief description of the desired software product, asks a few clarifyingquestions, and builds a complete project consisting of multiple files possibly written in different languages. Italso has the ability to take a sketch of the desired UI as an input image and recreate the UI in code. ChatDev[26] and MetaGPT [27] make use of multi-agent frameworks to create virtual models of complete softwarecompanies. A multi-agent framework contains multiple autonomous agents, each customized for a particularrole with different priorities, capabilities, and targets. ChatDev and MetaGPT create agents with the rolesof developers, QA engineers, designers, architects, and project managers, whose interactive collaborationproduces the desired software program.
Games provide a relatively cheap playground in which to experiment with autonomous agents. GenerativeAgents [28] is a very interesting simulation of human interaction in the form of a small community ofhuman-like agents living in a simulation environment similar to The Sims. The agents in the community havedifferent identities and memories. They are able to remember persistent information about themselvesand others, remember what happened in the past in the simulation, keep to their schedules, plan, andinteract with other agents in a way that causes emergent social structure. Another example is Meta’s Ciceroagent [29] that plays Diplomacy, which is a turn-based Risk-like game of conquest that involves strategiccalculations and delicate negotiations with other players in natural language. Cicero models what everyother player is likely planning, computes its own optimal plan and uses large language models to bargainwith, or manipulate, other players. Thus, it serves as an excellent example of combining other machinelearning capabilities with natural language models.
Embodied agents, which are autonomous agents attached to either a physical or simulated body, havealso benefited from the recent wave of integration with large language models. The DEPS framework [30]works on the problem of multi-step reasoning for long-term tasks in the Minecraft world by introducinga refinement of planning with descriptions and iterative feedback on errors. Voyager [31], on the other
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hand, creates embodied agents in the Minecraft world that emphasize long-term learning, development,maximization of exploration, and, notably, storage of complex behavior in libraries of executable code.SayCan [32] is an application of LLM-based agents in the world of robotics, in which rich world knowledgeand semantic capabilities of LLMs are combined with the low-level physical skills of a robotic system, enablinga robotic arm to follow long-term human instructions specified in natural language. In summary, transitionfrom simulated agents to the physical world is likely to enable a huge spectrum of potential uses for artificialintelligence systems in the near future. Especially the autonomous agents that utilize the growing capabilitiesof multimodal models that integrate language capabilities with other modalities such as vision and soundhold great potential for robotics.
3.2 Overall Architecture
The examples described in subsection 3.1 come with significantly varying designs, but a general architecturefor a representative LLM-based autonomous agent can be seen in Figure 3. The indicated modules forPlanner, Memory, and Action are the capabilities that the agent is able to draw upon when performing itstasks. The planner module is particularly important as it is the entry point for the high-level task set by ahuman and specified in natural language. This module decides how the task will be handled and which ofthe other modules to call on if needed. This module benefits significantly from the real world informationand reasoning capability embedded in large language models. The memory module holds information, eitherpersistent or produced during the agent’s run, that is not contained in the LLM used by the planner. Theaction module serves as an actuator, acting on the environment, possibly using external tools, and returningthe result of the action to the planner. It can be observed that the architecture of the autonomous agentis somewhat reminiscent of the human brain and the specialization of modules for different functionalityin pursuit of efficiency is akin to different sectors of the brain having the same biological material butspecializing in different tasks.

Autonomous Agent

Planning

• Input-Output• Chain of Thought• Plan-and-Solve• Self-Consistency• Tree of Thought• Graph of Thought

Memory

• In Context• Vector Databases• ConventionalDatabases• ConsolidatedMemories

Action

• Calculator• Online Search• APIs• Sensors• Actuators• Arbitrary Programs

Figure 3. Components of a Representative Autonomous Agent.

In the remainder of this section, we discuss the major components of the architecture separately in greaterdetail.
3.3 Planning
Planning is a fundamental task for autonomous agents and it relies heavily on a human-like reasoningcapability to navigate the complex landscape of real-world tasks. This aspect of the agent has significantlybenefited from the advent of large language models. LLMs excel in ingesting instructions specified in naturallanguage, modeling rich world scenarios, and exhibiting advanced reasoning capabilities, making them ideallysuited for planning tasks for an autonomous agent. The primary function of the planning module is tomanage the agent by understanding human-supplied instructions, decomposing the high-level goal intosmaller subtasks, and utilizing other modules of the agent as necessary. Depending on the complexity of theassigned tasks, this module can range from simple in structure to quite sophisticated.
The simplest possible way of planning is the Input-Output method, which is merely posing the question to anLLM and getting an answer immediately without any intermediate steps. This might be viewed as a normalusage of an LLM rather than an autonomous agent. A marked improvement on this approach is the Chain ofThought (CoT)[6], which significantly increases the correctness of answers to complex queries and provides
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the breakdown of complex queries that is useful for an autonomous agent. This method works by addingto the prompt a directive to break down the task into smaller subtasks such as “Let’s think step by step.”and a few worked-out examples of a complex query being decomposed into intermediate steps and solvedsequentially. An intuitive understanding of why this helps the LLM might come from the observation thatLLMs are designed to produce each token with the same amount of computation. An easier question can beanswered with smaller amounts of computation, but a complex query requires the larger computationalspace that CoT provides.
Some notable variations on the CoT idea are zero-shot CoT [7], which omits the worked-out examples fromthe prompt with no large penalty, and Plan-and-Solve prompting [33], which records gains in math andcommon sense questions by requiring the LLM to make the plan first before answering. A more sophisticatedapproach is Self-Consistency [34] (CoT-SC). This method uses the temperature parameter of the LLM toproduce multiple different plans and then chooses steps that are supported by the most plans in a majorityvote setting. This kind of planning ends up being more creative and takes into account the fact that multipleplans might all have valid insights into the problem.
A major improvement over the Chain of Thought was the Tree of Thoughts (ToT) [35]. The ToT methodbuilds a tree in which the root node is problem statement and each branching node is a "thought" relatingto its parent node. The generated tree is then pruned by a process which might judge a particular subtreeas unpromising due to its children nodes diverging too far away from the desired result. This gives theToT the crucial ability of backtracking from wrong paths without losing good progress already made. As apoint of comparison, the Self-Consistency method also produces multiple plans but might discard plansentirely if their later stages go down a wrong path. This more iterative approach enables significant gainsfor ToT in problem-solving abilities and real-world applications such as robotics. A further generalizationover Tree of Thought is the Graph of Thought (GoT) [36]. GoT is very similar to ToT, but it has a few keyimprovements, such as the inclusion of a self-refining process at every step and modeling thoughts as ageneral graph rather than a tree. A node in a graph might have multiple parents and GoT takes particularcare to merge branches in different parts of the graph. The intuitive idea behind this method is that multiplepaths of thought might lead to the same conclusions or further paths of thought and this reusability helpsin efficiency and correctness. An even further step in this direction is the Hypergraph of Thoughts [37].A hypergraph is a generalization of the concept of graphs, in which an edge can join an arbitrary numberof vertices. Such a structure can potentially become useful especially in a multimodal context. Selectedplanning methods are summarized in Figure 4.

Figure 4. Different Planning Frameworks. Image reproduced with permission from Besta, Blach
et al. (2024) [36].

A crucial aspect of autonomous agents is their ability to use external tools as portrayed in Figure 3. Theplanner of the autonomous agent must, therefore, be aware of the existence and purpose of the availabletools and be ready to use them if appropriate. One popular way of integrating external tools with a CoTagent is the ReAct framework [38]. ReAct, which stands for reason and action, interleaves reasoning andacting steps, thereby giving the agent ability to evaluate the results of actions and plan further at eachstep. This method uses directives and examples in the prompt to make LLM output Thought - Action -Observation steps at each stage. The Thought part reasons and identifies an action to take. Action executesthe action and Observation is an evaluation of the result of the action taken. Thought and Observationsteps are generated by the LLM whereas Action is executed externally. In this framework the agent choosesexternal tools based on the context in the prompt, which includes a brief description of every tool as well
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as instructions for utilization. This iterative method of using tools and making new plans based on resultsprovides a significant capability boost to autonomous agents.
3.4 Memory
The memory component may contain records of external information or recollections of the history of theagent and, therefore, is an important part of the autonomous agent. Efficiently organized memory structuresallow an agent to “remember” past observations and actions as well as any type of knowledge not alreadyincluded in the base large language model. This section reviews the different ways of storing and accessingmemories.
An easy way of integrating memory is to inject what needs to be remembered into the prompt of the LLM.This can be viewed as a short-term memory as the information in the prompt is immediately available tothe model and is not persisted in another storage tool. While convenient, this method is restricted by therelatively narrow context window of the currently available large language models. Continuing the metaphorof human memory, we can consider as long-term memory the use of external storage. Some examples ofstorage types might be conventional and NoSQL databases or vector databases that hold embedding vectorsfor bits of text. The use of vector databases to hold information is sometimes called Retrieval AugmentedGeneration (RAG) [39]. In this framework, the agent has to find the memory most relevant to the task athand and retrieve it as natural language to be added to the prompt of the LLM in the next step. Findingthe most relevant memory is a problem remarkably similar to the task of attention mechanism describedin subsection 2.2, which computes how much attention to pay each token in the context based on theinput. The solution is likewise similar. For an input query q and a memory set M , all produced with the sameembedder, the most relevant memory for the given query is

m∗ = arg max
m∈M

q · m (8)
where · is the inner product operator. Most vector databases use efficient Maximum Inner Product Searchalgorithms that run such optimizations with reasonable algorithmic complexity.
It is often useful to reflect on memories and store the result of the reflection rather than raw memoriesthemselves. One advantage of such reflection is that the summarized information can be much smaller,making storage and later retrieval much cheaper. Another advantage is that the model could glean valuablehigh-level insights from raw observations that could not be observed by themselves. One such memorystructure is demonstrated in Generative Agents [28], described in subsection 3.1, which creates a communityof individual agents living in a virtual town, all with their own personality and memory. Every agent in thisworld takes time to reflect on what it observes and synthesizes a consolidated higher-level thought, called areflection. To give a concrete example, if agent A observes agent B reading books about architecture, agent Amight reflect that “Agent B is interested in architecture.” Such consolidation creates more useful informationfor the agent as well as reducing the cost of storage significantly. Another noteworthy innovation is theReflexion framework [40], which uses self-reflection to gain an understanding of its own past errors andimprovement opportunities and can store its conclusions in a long-term database. Such input allows it tomake better plans in the future, enabling steady long-term improvements for the agent.
3.5 Action
The ability to act on or get information from the external world is one of the most useful aspects ofautonomous agents in real world settings. The set of available actions might be baked into the constructionof the agent, such as a robotic arm, or it might include the use of arbitrary computer programs as tools.Just as the usage of tools is extremely valuable for humans, it also unlocks lots of new capabilities for anautonomous agent. The action module is usually called once the planner of the agent decides to performan action or use a tool with a process such as ReAct [38], described in subsection 3.3, and forwards thecontext to the action component. In addition to performing the action, this module is also responsible for thegeneration of action inputs, which might be commands or parameters that most tools require. For example,given a decision to use an Internet search engine and the context, the agent needs to generate the searchquery to be passed to the search engine.
The set of available actions is usually given to the agent as part of the initial prompt and can include awide variety of prepared functionality. One action might be to simply use an LLM, which can be either thesame one as the planner or another one specialized for certain areas of expertise such as law or medicine.HuggingGPT [23], described in subsection 3.1, is an example in which the agent chooses a model to usefrom the online repository of Hugging Face. Another popular external tool family is mathematical software.Since mathematical operations are not the strong suite of large language models by their nature [41], an
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agent can, for instance, write down a complex arithmetic expression and pass it to a calculator. TPTU [42]builds on this idea and creates a framework in which the agent can compose and execute Python code tocompute answers to mathematical problems. Another family of tools that have seen widespread usage areAPIs, or Application Programming Interfaces. These APIs can have arbitrary functionality, including supply ofinformation or acting in various ways on the world. Toolformer [41] and API-Bank [43] are two noteworthysystems that use LLMs to pick which APIs to use from a large set of available APIs and formulate validqueries to the chosen API. Since the action module is responsible for most of the external effects of anautonomous agent, care should be taken in picking which functionality is made automatically available tothe agent without human oversight. While getting weather information or modifying a database can berelatively safe, it is still a touch too early to give an agent the ability to launch nuclear weapons.

4 Discussion and Conclusion
The previous sections described large language models and trends in autonomous agents in some detail. Thissection will conclude by pointing out some prevalent themes in the research and discussing some possiblefuture trends in the field.
A major theme in the research so far has been the great value of utilizing LLMs relatively frequently duringthe operation of an autonomous agent. The use of an LLM is analogous to thinking for the agents and if theagent “thinks” at each step of the plan, after the output of an action, and frequently at critical points, the endresult seems to improve significantly. Such frequent use of LLMs might also be an antidote to the seriousproblem of error propagation, which refers to the agent making an error at a certain stage and having itssubsequent steps steadily diverge from useful paths [41]. The obvious downside to using LLMs at everyopportunity is that they are still relatively expensive to run. Error propagation and various other modes offailure during the operation of the agent, such as problems interfacing with external tools due to wrongparameters or invalid JSON, also depend on the quality and correctness of LLMs. As better and cheaper arecreated over time, autonomous agents will become much more robust and new avenues of planning andexecuting will be unlocked.
Another theme with most deep learning research so far and especially prominent in autonomous agents hasbeen the obvious analogies with the human brain. The fundamental deep learning building blocks such asartificial neural networks, the activation functions therein, and attention are inspired by biological constructs.Additionally, the overall architecture of the agent has a lot of similarities with a model of the human brain.Planning, for example, can be seen as standing for the prefrontal cortex and long term memory reminds oneof the hippocampus. The analogy will likely persist and future innovations will draw heavily from the humanbrain functionality that is so far missing from AI systems. Some candidates are creativity, habit formation,spatial reasoning, and sensory information. Multimodal agents, in particular, seem like one of the nearestinnovations and they will enable systems that can more easily interact with the environment with the helpof a broad range of sensors.
As autonomous agents have evolved from experimental constructs to systems with real value to users, weare likely to see a widespread use in some commercial areas such as customer support. This will createopportunities for agents to reflect on and learn from previous experience, using frameworks like Reflexion[40]. Such real-world feedback might accelerate the improvement of agents considerably. Even morecomplex scenarios might arise when cooperation with humans and other autonomous agents with differentspecializations is allowed. Naturally, such working models would also necessitate guarding against risks asautonomous agents might interact with each other in unpredictable ways and humans can provide adversarialinput. Particular attention should be paid to the use of external tools as this part of the autonomous agentshas the potential to cause most harm. Human oversight is likely to remain necessary for any action that hasthe potential to cause undesirable effects.
This paper described large language models and how autonomous agents leverage these models to undertakecomplex tasks with enhanced capability and robustness. The analogy between the autonomous agentsdescribed and the human brain is apparent and many applications are on the road to approach human-likeperformance even if in limited settings. Thus, LLM-based autonomous agents constitute a seemingly viablepath to AI systems with high real-world value and, eventually, artificial general intelligence.
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Abstract
This study provides a comprehensive bibliometric analysis to analyze the academic studies conducted so farin the field of artificial intelligence (AI) policies and ethics. Using Scopus as a data source, the most cited corepublications in these fields and the changing trends over time were identified. Collaborations and keywordsbetween researchers and institutions were visualized through VOSviewer and a Python pyBibX library. Theanalysis reveals the importance of AI policies and ethics in academic studies, as well as the central roleplayed by some countries in research. It attempts to identify a direction for future research by following thechanging trends over time.
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1 Introduction
Over the last two decades, significant technological advances driven by impressive breakthroughs in bothsoftware and hardware have reshaped our world. It has evolved from the Steam Age powered by steamengines to the Electric Age powered by generators to the revolutionary Information Age powered bycomputers. Artificial Intelligence (AI) has become indispensable in today’s technology and is seen as acornerstone for the technology of the future. Considering its various definitions, AI represents the studyand use of theories, methods, technologies, and applications that aim to simulate, enhance, and extendhuman intelligence [1]. AI includes various methods that allow machines to mimic human intelligence andperform tasks that typically require human thinking [2]. AI has become a tool that can automatically performwork tasks and help make difficult decisions in various businesses and fields [3].
The importance of AI lies in its ability to enhance human capabilities and optimize business processes,which translates into improved efficiency and innovation [4], [5]. Organizations can use AI to leverage largeamounts of data to increase their efficiency, which allows organizations to derive important insights, makedecisions based on data-driven results, and predict future trends using AI. Moreover, AI has the potential tocompletely transform industries like healthcare, banking, manufacturing, education, and transportation byproviding innovative solutions to complex problems and helping improve the overall standard of living [6].
AI is used in various fields such as natural language processing, computer vision, robotics, and data analytics[7]. AI enables machines to understand human language in the field of natural language processing andrespond accordingly, making it possible to use virtual assistants and language translation systems [8, 9].Computer vision uses AI algorithms to facilitate the interpretation and analysis of visual input, leading toimprovements in facial recognition, object identification, and autonomous vehicles [10, 11, 12]. Moreover,the use of AI-enabled robotics has the ability to completely transform various industries by facilitating thecreation of autonomous machines that can perform complex tasks with accuracy and efficiency [13, 14].
As AI technologies advance, policy and ethical implications are increasingly salient [15, 16]. Addressingconcerns about privacy, bias, accountability, and transparency is critical to ensuring that AI systems areappropriately developed and implemented [17]. It is essential that policymakers and researchers worktogether to create systems that provide a balance between AI advances and ethical concerns [18]. This willhelp limit potential negative outcomes while ensuring that AI technologies have a positive impact for and onsociety [19].
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2 Approach
The aim of this study is to investigate the topic of "Artificial Intelligence, Policy and Ethics" using the ScopusIndex database.
2.1 Data Analysis
This article uses bibliometric analysis to examine literature on AI, policy, and ethics. Bibliometric analysis isa method that applies some mathematical and statistical methods to analyze scientific data. Data such asauthors, themes, cited authors, and cited sources are examined in a statistical way. This methodology allowsus to understand the general framework and future directions of a particular field by analyzing the statisticalresults of the data.
2.2 Data Collection
The research was conducted on 20.06.2024 by searching the keywords "artificial intelligence, policy, ethics"in the "article title, abstract, keywords" fields in the database. In the research, a progressive order from themost recent scientific studies to the oldest was taken into account. The analysis was carried out with abibliometric approach. The terms "artificial intelligence, policy, ethics" were used as keywords in the research.The specified keywords resulted in a dataset consisting of 802 records in Scopus that covered the entirescope of this scientific research. These studies were exported in CSV and BibTeX file formats to enableanalysis and then analyzed using VOSviewer software to create network maps.
3 Scopus Database and Analysis of Acquired Data
Scopus, a database maintained by Elsevier, is a comprehensive resource that grants academics access toa diverse array of scientific literature. It also provides researchers with sophisticated tools for assessingarticles, tracking research outcomes, and visualizing data. This platform offers a comprehensive collection ofpeer-reviewed journals, books, and conference publications. The content is regularly updated and developedto cater to the wide information requirements of scholars.
3.1 Scopus Data
Some visual results provided by Scopus from the search are shared here. Figure 1 above shows the distribution

Figure 1. Table of Documents Per Year

of data obtained by searching Scopus using the specified keywords "artificial intelligence, politics, ethics" byyear.
Accordingly, until 2014, the number of studies that focused on these topics together in the fields of abstract,title and keyword was almost only 0, 1 or 2. 3 studies were conducted in 2015, 4 in 2016 and 8 in 2017.The number of studies increased to 29 in 2018, 44 in 2019 and 93 in 2020. The number of studies, whichwas 129 in 2021, increased to 228 in 2023. This graph shows us that this field is increasingly attractingmore attention and is gaining more sweat in scientific studies. Figure 2 below shows the sources withthe most publications by year and the change in the number of publications by year. Accordingly, LectureNotes In Computer Science Including Subseries Lecture Notes In Artificial Intelligence And Lecture NotesInBioinformatics, which has been published since 2010, and Nature, which joined it in 2011, have been thesources that have published on the subject since the beginning. These sources were followed by Scienceand Engineering Ethics in 2017 and ACM International Conference Proceeding Series in 2018. In 2020, thistopic appeared in AI and Society publications, and in 2023, it became the source with the most publications
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Figure 2. Table of Documents per Year by Source

Figure 3. Table of Documents by Subject Area

on this subject. Figure 3 above presents the classification of published studies according to their fields.Accordingly, the field with the most studies was Computer Science with 319 studies. This field is closelyfollowed by Social Sciences with 310 studies. These fields are followed by Medicine with 194, Arts andHumanities with 114, Engineering with 95 studies, Business, Management and Accounting with 88 studies,and Mathematics with 51 studies. Studies in other fields have an average of 21 percent of the total area.
This distribution demonstrates the pervasive nature of AI, ethics, and policy across disciplines, demonstratingtheir role in advancing research in this area and contributing to various areas of knowledge. The distribution of

Figure 4. Table of Documents by Type

studies by document type is seen in Figure 4. Accordingly, approximately 50 percent of the total publications,with 404 publications, are in the "Article" type. This type is followed by the "Conference Paper" type with145 publications and approximately 18 percent. 64 "Review" types constitute 8 percent. This is followedby the "Book Chapter" type with a similar number and percentage. Other types constitute the remainingapproximately 15 percent. This distribution reveals the diversity of the types of studies conducted.
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3.2 Bibliometric Analysis and Visualization of Results Obtained from VOSviewer
Bibliometric analysis is a methodological approach that applies quantitative analysis and statistics to writtencommunication, such as publications. It is a method used to visualize and evaluate scholarly literaturethrough mapping, to track the impact and dissemination of research through citations, and to uncoverpatterns of collaboration between authors and institutions. Bibliometric analysis can identify key trends ina field, productive authors, and the geographic distribution of research and resources. The technique hasevolved to include complex network analyses that explore relationships among diverse scholarly outputs,and has spanned multiple disciplines. It is effective in understanding the state of scholarly work and theinteractions within and among research fields, i.e., collaborative work [20].
3.3 VOSviewer
VOSviewer is a specialized tool designed for the purpose of generating and displaying bibliometric networks.These networks include citation, co-citation, bibliographic linkage, keyword co-occurrence, and co-authorshipnetworks. This software is especially remarkable for its graphical visualization skills, which are essential forpresenting massive bibliometric maps in a user-friendly manner. The use of network analysis is crucial inexploratory research since it enables researchers to uncover and visualize connections between differentscientific outputs, such as publications, researchers, or thoughts in a specific topic [21].
The academic importance of VOSviewer lies in its capacity to facilitate initial investigations that can informsubsequent, more rigorous study. Researchers can utilize data visualization techniques to analyze co-occurrence data among papers sourced from Scopus, enabling them to identify patterns that may not bereadily evident through conventional analysis methods. This not only expands the scope of investigationbut also deepens the comprehension of the structure of a particular topic, highlighting the key participants,connections, and areas of focus [22].
In addition, VOSviewer has been included into diverse research procedures and has been utilized in researchassessment and management settings. It assists in visualizing and analyzing scholarly activities and col-laborations inside and between different fields of study. The program has a wide range of uses in severalacademic fields, making it a flexible tool for anyone who want to visually analyze scientific data. VOSviewerdevelopers, who are associated with Leiden University’s Centre for scientific and Technology Studies (CWTS),offer comprehensive courses that provide extensive training in scientific mapping methodologies. Thesecourses emphasize the significance of the tool and its application in the wider field of research administrationand evaluation [23].
3.4 VOSViewer- Co-occurrence of keywords and Bibliographic coupling of countries
Bibliometric analysis is a potent instrument in the complex realm of research, offering valuable insights byquantitatively evaluating academic literature. The visualizations of these studies can reveal the extent anddistribution of knowledge across many disciplines, enhancing the understanding of intricate data. The nextimages and descriptions will explore this process in detail, demonstrating the capabilities of VOSviewer, asoftware that is used to map and visualize scientific landscapes by analyzing the frequency and co-occurrenceof keywords. The following description outlines this technique.
The following image generated by VOSviewer, Figure 5, is used to determine the frequency of keywords inbibliometric analysis through a threshold value. Here, a threshold value of minimum 5 occurrences is set fora keyword to be considered in the analysis. Out of 4853 terms, only 364 of them meet this criterion, i.e.they occur at least 5 times in the analyzed dataset. The threshold value determination process is essential inbibliometric analysis as it allows focusing on the most relevant and frequent expressions and ensures thatthe resulting visualization accurately depicts the most critical data points.
This VOSviewer figure shows that the software will calculate the overall strength of association relationshipsbetween keywords that meet the predefined threshold. Keywords with the greatest overall link strength willbe selected for further analysis. The selected number is fixed at 364, which is assumed to be the overallnumber of terms that meet the first criterion. The selection procedure plays an important role in discoveringthe most important and related terms in a dataset. These terms are essential for performing comprehensivebibliometric analysis and visualization.
This is a network visualization map created using VOSviewer, showing the connections between variousterms in a bibliometric dataset. The most prominent and fundamental nodes, such as "artificial intelligence"and "ethics", symbolize the keywords that appear most frequently and therefore have the most importancewithin the scientific topic under study. The lines connecting the nodes represent the co-occurrence ofterms in the same articles and indicate thematic connections. The proximity of the nodes indicates a higherdegree of correlation in the literature and implies the existence of subfields or focused research areas within
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Figure 5. Network Visualization

broader themes. In this network, the word "artificial intelligence" was used 571 times, "ethics" 348 times,and "human/s" 332 times in total, making them the most used words. The word "ethical technology" wasexamined, which was used 115 times. The other words were used less than 100 times.
The first group, in the Figure 5, is represented by the color red. Among the words in this group, "artificialintelligence, ethical technology, AI ethics, philosophical aspects, privacy" are among the notable words. Thisgroup is followed by the second group, represented by the word "human" and shown in blue. Here, "human,humans, machine learning" are the most used words. This group is followed by the third group, representedby green and containing words such as "health care policy, medical ethics, public health". These are followedby the fourth group, represented by the word "policy" and colored yellow. In this group, words such as"research ethics, chatgpt, medical research, practice guideline", which are related to all other groups, attractattention. The image illustrates a bibliometric network visualization, specifically an overlay visualization,

Figure 6. Overlay Visualization
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where each node symbolizes a keyword. The node’s size corresponds to the keyword’s frequency in thedataset, and the lines connecting the nodes represent co-occurrence associations. The colors are most likelyassociated with distinct years or time intervals, indicating the progression of subjects throughout time. Forexample, prominent concepts such as "artificial intelligence," "ethics," "human/s" and "policy" indicate thatthese are major topics in the discipline. The relationships between these concepts and other keywordsdemonstrate interconnected fields of research.
The network’s color overlay reflect the historical evolution of study focus from year to year. In Figure 6, thecolor change from purple to green and yellow shows us the change of keywords over the years. Accordingly,while words such as "philosophical aspect, research, law, robotics, morality" were used in early 2020, "ethics,artificial intelligent, human, data privacy" became some of the words that started to be seen more in 2021.Looking at 2023 and beyond, the words "ethical technology, chatgpt, human-centric, plagiarism, algorithmics,trust-worthy ai" started to be used more.

Figure 7. Distribution of Connections Between Countries - Network Visualization

Each node in Figure 7 represents a country, and the size of the node is likely to be proportional to thevolume of publications or degree of activity. In determining the bibliographic coupling between countries,41 countries with a minimum of 5 publications were used, out of 110 countries that met this requirement.The lines serve as indicators of the strength of collaboration or relationships; the thicker and more numerousthe lines, the stronger the connections. The presence of central nodes, such as the United States, theUnited Kingdom, Canada, and India, suggests that these countries are important hubs in the network andare likely to have a greater volume of international collaboration or output. The United States has the mostpublications, with 238, and the United Kingdom the second most, with 142.
Figure 8 has been widely used to represent transnational collaboration based on academic papers or similardata over time. Colors on the lines and nodes can represent different years and show the progressionof coupling over time. Cooler colors represent more recent years, warmer colors represent older years.Countries with a central geographic location and significant influence, such as the United States, the UnitedKingdom, and Canada, often play a major role in large and deep-rooted international bibliographic coupling.In addition, technologically advanced countries such as India, China, and Japan have also seen growth incoupling on these issues after 2022.
3.5 pyBibX
pyBibX is a Python package that use Artificial Intelligence to improve bibliometric analysis, which is anessential tool in scientific research. This tool offers valuable insights into current research trends, identifiesinfluential researchers, and evaluates the effect of scientific publications. Conventional approaches tobibliometric analysis frequently require significant effort and consume a considerable amount of time. Theintegration of Artificial Intelligence can significantly enhance accuracy and efficiency. With the increasing
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Figure 8. Distribution of Connections Between Countries - Overlay Visualization

number of scientific publications, there is an urgent requirement for sophisticated bibliometric systems thatcan effectively manage large amounts of data. Artificial intelligence (AI) techniques efficiently analyze vastdatasets in an unbiased manner, providing researchers with unparalleled insights. These findings contributeto funding decisions, assist in strategic planning, and influence policies aimed at promoting scientific research.Therefore, the creation of an AI-driven bibliometric analysis tool holds great potential for providing significantadvantages to the scientific community and society as a whole[24].
pyBibX is a freely available library for conducting bibliometric and scientometric analyses. It makes use ofdata from Scopus, WoS, and PubMed. The prominent characteristics of this system include its networkcapabilities, which encompass Citation, Collaboration, and Similarity Analysis. In addition, the libraryintegrates AI functionalities such as Embedding vectors, Topic Modeling, Text Summarization, and othercommon Natural Language Processing activities. Additionally, it seamlessly connects with chatGPT. Thelibrary currently combines bibliographic sources by using the DOI and preprocessed Title columns fordeduplication. This work introduces a tool that distinguishes itself from pyBibX in two distinct manners:firstly, it provides users with the ability to customize instructions for preprocessing databases, and secondly,it conducts deduplication for a user-defined number of columns, taking into account similarity as well asDOI and Title [25].

Figure 9. Sankey Diagram of authors and keywords

Sankey diagrams are a visual depiction that illustrates the movement or connection of something. Figure 9displayed a diagram illustrating the top 20 authors and phrases that were either often used or had significantlinks among the papers analyzed.

7/1034 / 66



Figure 10. Collaboration Between Countries

This form of analysis, as in Figure 10, can be employed to evaluate the degree of collaboration across distinctnations in diverse scientific endeavors, such as scientific publications or research undertakings. For instance,it can furnish data regarding the countries that collaborate, the extent of their cooperation on specificsubjects, and so on. These evaluations are crucial for formulating plans to enhance international researchcollaboration and for comprehending the global dissemination of scientific information. In the figure, thedegree of cooperation between countries is represented by temperature colors.
4 Results and Discussion
During this research, we conducted a comprehensive analysis of the interrelated framework supportingresearch in artificial intelligence (AI) and ethics and policy. Choosing a bibliometric technique, we conducteda study by analyzing Scopus, a major database of scientific publications. We extracted relevant data byselecting specific keywords that aligned with our research focus. The use of Vosviewer software and thepyBibx library enabled the exploration of this data and revealed the complex networks of keywords and theglobal commonalities they contained.
When we examined the visualizations produced by Vosviewer, we noticed the prevalence of certain phrasessuch as “AI, policy” and “ethics”, which emphasized their importance in academic discussions. The analysis ofthe country collaboration network emphasized the strategic importance of the United States, the UnitedKingdom, and Canada, and emphasized their key roles as hubs for comprehensive scientific production andexchange. The shift from individual connections to density depiction provided a clearer understanding ofthe general patterns of international research collaboration.
Based on these observations, we can predict the path of future research and the patterns of internationalcollaboration. This analysis highlights the need to use bibliometric approaches to measure the currentstate of academic progress. The findings of this study suggest that it would be useful to prioritize andemphasize growing areas where AI overlaps with other disciplines. In addition, it is suggested to encouragethe formation of collaborative networks and support research projects that specifically address the gapsobserved in less connected regions. The dynamic structure depicted in these graphical depictions is evidenceof an ever-evolving scientific pursuit, where collaboration across disciplines and global cooperation are notonly advantageous but also necessary for significant progress.
4.1 Limitations of the Study and Future Directions
Research limitations in bibliometric studies often arise from inherent limitations of the data sources. Thedatabases used may not cover all relevant information, thus introducing potential biases. Another limitationis the reliance on keywords, which may miss subtleties in the study topics or may not capture emergingpatterns that are not yet firmly established in the vocabulary. Future research could be improved by usingother metrics, such as altmetrics, that take into account the impact of research on the Internet and socialmedia platforms. This will provide a more comprehensive view of the impact of research. Furthermore,qualitative analyses have the potential to enhance the quantitative emphasis of bibliometric methods bycapturing the essence and meaning behind statistical data.
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5 Conclusion
Bibliometric analysis of AI ethical policy literature has shown that ethical issues have not kept up with thepace of AI development. It is essential to conduct more studies on ethics and ethical policies in the field ofAI, which is advancing at a dizzying pace and where innovations are added every day. This is the way for theapplications of technologies that we develop as humans to be truly beneficial for the benefit of society.
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AbstractAmid all the hype around the economic potential of AI technologies, there is a growing risk of data analysisoverkill in many applications. That risk is particularly high for the forecasting and decision-making modelsbeing proposed in social contexts such as economic policy, financial investment, and corporate decisions.Common research practices in those areas keep focusing on incidents of statistical discoveries. They omitthe substantial reliability issues stemming from the nature of the data that offers very limited ’learningpotential’ for the machine learning (ML) algorithms. In this paper, I focus on the use of ML algorithms appliedto such forecasting problems. I illustrate the reliability issues with a detailed example that builds a stockinvestment strategy by using the XGBoost algorithm on a large data set. The example demonstrates howeasy it is to discover seemingly interesting random patterns when we fit over-parameterized models onhistorical data. The results also offer practical methods to investigate the statistical flukes and the reliabilityissues that are concealed by complex algorithms of artificial intelligence being blended with natural humanignorance, as seen in popular practice.
Keywords: forecasting, reliability, machine learning, asset pricing, factor investing
1 Introduction

"It was the best of times, it was the worst of times, it was the age of wisdom, it was the age of
foolishness, it was the epoch of belief, it was the epoch of incredulity, it was the season of light, it
was the season of darkness, it was the spring of hope, it was the winter of despair". Tale of TwoCities by Charles Dickens

This famous opening line of the Charles Dickens classic, Tale of Two Cities, works perfectly to encapsulatethe main theme of this article in a nutshell. The simple and timeless language of the novel fits quite well toour data-obsessed times.

"It is the best of times, it is the worst of times, it is the age of artificial intelligence, it is the age of
human ignorance, it is the epoch of data analytics, it is the epoch of statistical deception."

In the current digital age, there is a euphoric race both among businesses and academics to showcase thelatest machine learning (ML) applications in their own practice areas. We see an exponential growth inML-driven research output and commercial applications that utilise increasingly complex predictive modelswith ever-larger data sets. Amid all the buzz around the economic potential of artificial intelligence (AI)technologies, however, there is also a growing risk of data analysis overkill in many cases. The rush to catchup with the self-fulfilling ’AI revolution’ wave is inevitably generating misused, misguided implementationsalongside many fascinating products. That risk is particularly high for the forecasting and decision-makingmodels being proposed in social contexts such as economic policy, financial investment, corporate strategyand such.
In this paper, I focus on the use of ML algorithms applied to forecasting problems. I discuss the uniquenature and the limitations of historical data sets that have stochastic state-and-time dependent variables. Iillustrate the specific issues with detailed examples from the financial investment strategy applications.
The main sources of concern about the excessive use of ML techniques to build decision models are asfollows:
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1. A unique sequence of historical events caused by incidental patterns of stochastic factors, andcomplex confounding effects, do not provide useful data sets that are sufficient to make reliableinferences about the future. In other words, unlike many successful applications such as imagerecognition, complex pattern discoveries within historical data sets, may not amount to ’learning’or ’intelligence’ of any sort.
2. Although the Train-Test-Validation cycle of the ML algorithms may generate incidents ofattractive back-test results (i.e. performance validations) on historical data, the relation betweenthe performance metrics and future reliability may be highly uncertain.
3. In cases where (1) and (2) are true, there are significant reliability and outcome bias issues inML-driven models. A forecasting solution that looks encouraging with historical data, may easilybe an over-fitted fluke driven by a lucky draw from a large random set.

Surprisingly, neither academics nor professionals in social sciences tend to sufficiently address these seriousissues. The hype to assign a flashy "AI" label on new products seems to trump the obvious reliabilitychallenges. Probably fascinated by the speed and efficiency of ML algorithms, the data analysts seem toignore the significant likelihood of making incidental, lucky discoveries with big data. Also, they tend toforget that a longer history, occurred and evolved with unique circumstances in time, does not necessarilymean a bigger data set with relevant and useful information.
The following sections will discuss the reliability risks in further detail along with some examples from thefinance literature. At this point, however, it is probably a good idea to offer a bit more clarification about theconcepts mentioned above for the non-expert reader.
1.1 Data mined flukes versus reliable insights
To understand the outcome bias and statistical flukes found in historical data analysis, let’s consider anextreme case where the target variable (i.e predicted or forecast variable) is completely random. Assumethat you are the manager of a company named Lucky Bets Co. You believe in luck and in lucky people. Youare in the gambling business, but you do not place bets on games. Instead, you place bets on lucky people.You provide funding for the gamblers that you think are lucky to win at the roulette table in return for alarge share of the prizes they win.
The skillful data analysts of Lucky Bets Co. collect a large historical data set on many attributes of theaddicted roulette players. The data set includes the players’ winning percentage over the past 5 years,amount of money they lost, age, height, profession, post code, shoe size, hair color, first letter of their names,star sign, and many others. The analysts divide the data set into Train, Test and Validation samples, and thenlet the ML algorithms run over-parameterized deep learning models, as they always do. After millions ofiterations, the analysts provide a combination of attributes that predict a higher probability of winning at theroulette table. The results are confirmed in the Validation (hold-out) sample as well. All standard statisticalmeasures check within the Test and Validation sub-samples.
What would you do? Would your expectation of winning probability change for the people with the rightattributes? Assuming everyone plays the same game with the same odds, would you bet on the people with"statistically proven" success? Are there lucky characteristics, or lucky data analysts here?
Your betting decision actually does not matter. It will not change the odds of winning one way or another.The data analysts did not do much more than wasting electricity. They were lucky. Also, it was almostinevitable that they would find a fluke that works after so many iterations over countless combinations ofgambler attributes. The historical results, no matter how statistically significant they may look, provide noguidance for the future outcomes that are completely random. The analysts just documented an observationbias - a lucky historical outcome with no implication for the future. That is because each roulette run is anindependent random event by construct.
On the other hand, it may actually be a good strategy to go along with the model and promote it as the new,cutting-edge AI-Powered innovation by Lucky Bets Co. If, somehow, it catches another lucky episode, itmay bring extra fame and fortune. (Actually, there are online betting companies, especially in sports betting,that offer AI models for their customers. See examples such as DeepBetting, BetIdeas or Infinity Sports AIamong others.)
Typically, when there is a proposed forecast model, or a decision method, we are likely to see some instancesof out-of-sample performance metrics as the key results. An instance of out-of-sample test is consideredsufficient to prove the suggested model’s worth. The reliability risk and potential ’observation bias’ originating
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from the iterative data mining embedded in over-parameterized ML models are mostly downplayed. As aresult, the real important question is mostly left unanswered.
Given that we are able to find some model that performed well in the past, how confident are we that the model
will provide significant performance in the future as well? What is the correlation of the actual implemented results
with the (out-of-sample) past performance that we could dig out by sifting through the data?

In the case of Lucky Bets Co., we know the answer. The correlation is zero. If we keep repeating theexercise of finding new hidden patterns with strong past performance, by utilising more and more data, andthen we implement each model as a separate AI-powered betting strategy, we surely will find out that thedocumented past results have no relevance for future outcomes. Such an analysis would serve as the properback-testing experiment to provide some guidance about the reliability of the methods.
Those experiments almost never show up in the results of ML-driven forecasting research, especially inthe social science fields such as economics and finance. Both academic researchers and professionals keepshowing instances of statistical discoveries, instead. Their common audience usually cannot distinguish thelucky coincidences hidden behind the complex and automated algorithms.
The computational power of the ML algorithms help the empirical researchers with the fast discoveryof interesting patterns, but the findings might be just an ’observation bias’ - a fluke of the unique setof circumstances that might not repeat ever again. Therefore, when we try to import the predictive AItechnologies to forecasting practices, one of the first questions to ask has to be: "How similar is my case to
Luck Bets Co.?"
Many examples of empirical research output that are being promoted with sparkling AI labels might not befar from just another Lucky Bets exercise. It is common to find similar examples, especially in fields that relyon non-repeatable, state-and-time dependent data. Just to mention a few, Berman et al. (2021) [1], presentsa model that integrates big data analytics with strategic planning to optimize business decisions; Lee andChen (2020) [2] presents a machine learning model that predicts both employee success and retention;Chen and Guestrin (2016) [3] predicts political instability with ML models fitted onto social media data, andmany others. In each study, we see some contemporaneous covariance among variables being documentedwith no in-depth discussion about cross-validation and reliability issues originating from particular methodsand data samples used.
Another example, Erel et al. (2021) [4], presents results of decision tree models to select directors forcorporate executive boards. The target variable used is "director success" which is some complex proxymeasure constructed with authors’ subjective discretion. It includes ad hoc indicators of shareholderpopularity and company profitability. The ML algorithms run an over-parameterized decision tree model ona predetermined training sample and a fixed test sample. The model iterates over tens of different personalattributes, from gender and age, to the name of the university that the director graduated from. There isno cross-validation across different periods, industries, etc. There is no proper validation experiment overtime either. The incident of the statistical results are particular to a very narrowly defined data constructionprocess.
To find some interesting-looking pattern in large data sets does not require much skill since we have thetechnology to automatically iterate over pretty much countless parameter combinations. Those empiricalresearch articles, and many other similar work, are arguably not that far away from the Lucky Bets case.Although the publications succeed in uncovering intriguing incidents of empirical results, future reliability ofthe findings, as a useful forecasting model, is a wide open question.
Historical data sets used for forecasting models in social contexts usually do not offer the breadth for propercross-validation tests. After all, we have only one trail of the actual history. Therefore, AI methods that areemployed successfully in other areas, may be unsuitable, or misleading, due to the irreducible over-fittingrisk originating from the nature of the data sets. Quick and lazy ML applications with historical data requirescrutiny within their own context since the standard data validation methods are mainly not feasible.
1.2 A special case: Financial asset pricing and investment strategy applications
Finance has been at the forefront of digital automation and the commercial use of AI technologies. Financialindustry operates on an extremely digitized platform that produces immense amount of data, and the datauniverse is mostly accessible for analysis. Data collection is relatively easy and straightforward. Financialindustry employees, especially on the trading and investment side, tend to be highly skilled in data analysisand coding practices. At the same time, the potential reward of successful forecasting models can be veryhigh and fast especially in the trading and investment world.
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In addition to the general economic backdrop that motivates the use of ML models in finance, the academicliterature also provides some extra justification for the use of sophisticated predictive models in this field.For example, the investment management industry makes use of models inspired by the academic assetpricing literature. Contemporary empirical research in this field has developed around the Arbitrage PricingTheory (APT), introduced by Ross (1976) [5], and the Stochastic Discount Factor concept, introduced byMerton (1973) [6], that lay out the framework for the empirical inquiries into the driving factors of financialasset returns. The seminal work by Fama and French (1992, 1993) [7],[8] and a large body of empirical workthat followed the same path into the inquiry of asset returns, built a cultural tradition that is baked intothe contemporary curriculum of finance education. The highly-regarded Chartered Financial Analyst (CFA)program also teaches the APT and related concepts that underpin the empirical inquiries into historical datato search for the drivers (factors) of asset returns.
The basic idea is that the financial asset returns are determined by their sensitivity to (potentially many) riskfactors that the agents trade in the market place. It sounds like an axiomatic statement that opens up a widegate for the inquiry of those elusive factors.
The complex and efficient predictive machinery offered by the recent developments in AI technology arewelcomed as a powerful tool to work on the eternal questions of the investment industry and the assetpricing academics: What drives the differences in asset returns? What should be the decision criteria to choose
the assets to invest for the short or the long term?

To answer those questions, quantitative finance professionals and academics dedicate a great portion oftheir work to building predictive models for the asset return dynamics. Common empirical research practicestarts with an investigation of the so-called factors that show some covariance with the cross-sectionalvariance of asset returns in hand. Once the candidates for useful factors and trading signals are found,they are put into a back-testing process to validate their historical success. The instances of out-of-sampleback-test results achieved over a selected period is usually considered as a sufficient experiment result.Reliability is mostly left out of the discussion.
With the advances in data access and computer power, the statistical discoveries became rather easy and fast.Sequentially, the number of academic publications showcasing the discovery of new factors started to growrapidly during the early years of this century. From economic and financial indicators, to eccentric sentimentand risk measures, numerous variables are thrown into predictive models with the hope of finding somecovariance patterns. The finance professionals started to implement such models for portfolio constructionand proprietary trading practices at an accelerating pace, as well. By the time we reached 2010s, theasset pricing literature became a ’factor zoo’ as famously coined by Cochrane (2011) [9]. The criticism andwarnings about the scientific quality of the empirical findings began to accumulate.
The critics highlighted two key observations. One, the published articles were presenting obviously over-fitted models that did not pass the statistical hurdle tests and the test of time. Two, the investment strategiesbased on the suggested factors mostly failed to deliver returns documented in their back-tests. In otherwords, the real out-of-sample tests proved that neither the predictive models nor the underlying theory wasable to deliver a decent reliability over time.
The published statistical results were not necessarily wrong or careless, however. The issue was that thesuggested models were not far from our Lucky Bets Co. example, again. People put too much faith in theinstances of pattern discoveries driven from over-simplified models. Even the factors suggested by NobelPrize winning Eugene Fama and Ken French’s work failed to repeat the documented patterns consistently,once they were implemented as real investment strategy products. See Carhart (1997), Fama, French andCarhart (2000), Fama and French (2015) [10, 11, 12] for more detail on that point.
As a result of humbling real-world validation experiences in the financial markets, the discussions on thepotential uses of ML-driven or other type of predictive models started to shift from euphoria to skepticism,especially over the past 10 years. At this point, we can probably say that finance is more advanced in thediscussions about reliability compared to other social science fields.
The discussions are evolving in three main paths. The first path can be called the ’scientific quality’ argument.Studies such as Bailey and Prado (2013, 2014), Prado (2020), Harvey et al. (2016), [13, 14, 15], [16, 17]present strong arguments about the ’data mining’ and ’over-fitting’ issues. They discuss the rampant use ofstatistical overkill and careless back-test practices spoiled by the ease of access to computational tools andlarge data sets. The criticism raised by Prado and Harvey is mainly about the errors, tricks and and biases instatistical inference. They are valid and crucial points that highlight the risk of false discoveries and wronginferences made in common research practices.
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However, the failures of the forecasting models in this field are not necessarily driven by the lack of diligencein statistical analysis. It is driven by the fact that there is an irreducible reliability issue caused by the naturalinstability of the system dynamics. To argue for scientific quality of the predictive models applied to naturallyunpredictable dynamics is somewhat redundant. After all, it is impossible to determine the causes of modelfailure with confidence when the model is too simple relative to the stochastic complexity of the system inhand. As the past research experience showed time and time again, no matter how robust your statisticalresults may be, the estimated model may fail to perform, or become irrelevant, simply because of the evolvingcomplexity of the system not being captured by the available historical data.
Second path can probably be categorized as the ’benign over-fitting’ effort. Studies such as Kelly et al.(2022) [18, 19] do not find the risk of over-fitting as an impediment to ML-based iterative search for hiddenpatterns. Instead, they try to develop the machinery that let over-parameterized, over-fitted models toautomatically iterate towards a rather distilled form. They also let the ML algorithms to adjust over time, andover different states, and also let the algorithms discover those adjustment rules independently from thedata. This line of research focuses on methods to distill signals without being limited by theory, or any otherpriors. It is probably a step in the right direction with a powerful inspiration, but reliability is still mostlymissing in the discussion. Instances of good-looking back-tests are presented without a demonstration ofhow reliably the complex models might perform relative to simpler decision rules over time.
The third path suggests an alternative use case for the ML algorithms. The work by Chean and Zimmerman(2020) , and Chen and Valikov (2021) [20, 21] embraces ML-powered intentional data-mining to investigatethe reliability of the models proposed by the ’factor zoo’ literature mentioned above. The approach isa leap from simply documenting another discovery of factors towards an analysis of real out-of-sampleperformance. With a multitude of different data-mined correlations that can easily present some historicalperformance, this line of work aims to establish a benchmark for the value and usefulness of the modelsthat claim to have some prediction power.
I think Chen’s work is an example of how the AI technologies can bring a significant disruption to socialsciences and forecasting practices. By allowing the fast and automated search algorithms, ML models canhelp us to devise tools to help distinguish a humble analysis that provides insights to highly complex andfluid stochastic systems from a statistical fluke published with a dose of confirmation bias and academichubris.
Meanwhile, although similar discussions happen in parts of the investment industry, the commercial pressureto roll out generic commercial products with a flashy AI-name continues. Take the "AI-labeled" exchangetraded fund (ETF), QRFT - QRAFT AI Enhanced US Large Cap ETF, for example. This ETF relies on "AI-powered models" which are based on some back-tested historical correlations - not some "intelligence"gained by learning from very large big data sets as we see in other fields. As seen in the Figure 1, there is noconvincing performance of any sort. The performance over the benchmark index converges to zero as youwould expect from any Lucky Bets exercise. In academia, as well, we can observe an intellectual inertia tokeep producing those incidental back-test results. The publication rate of such research will inevitably fadeaway as their value-added is tested over time.

Figure 1. AI-Powered Large Cap US ETF Performance; Source: www.qraftaietf.com
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Motivated by the contributions of all three paths followed by recent finance literature discussed above, thefollowing section presents an example of an investigation into an ML-driven method applied to asset returns.
First, by using historical data on stocks and company characteristics, I run a decision-tree model (XGBoost)to intentionally data-mine the factors that distinguish the Winner (high future return) and Loser (low futurereturn) stocks - similar to our Lucky Bets case. I demonstrate how easy it is to document some seeminglysuccessful back-test when you are not much concerned about cross-validation. Then, I run a series ofinvestigations to discuss how similar the case could be to the Lucky Bets scenario.
I do not use the ML techniques to show how we can predict Winners and Losers in the stock market. Instead,I utilise the power of ML to show how reliable the employed data and methods might be for the specificcase in hand.
2 Material and Methods
Let’s assume we have a problem of building an ML-based stock selection method that can possibly beturned into an ETF product similar to the one mentioned above. However, the financial literature doesnot offer much help about the predictors of stock returns. Although there are some obvious commonsense approaches to portfolio construction and investment, there is no formula to predict which stocks willoutperform the others over a certain period, say, the next 3 months or 2 years. Actually, there cannot be aformula because, if there was one, it would be instantly exploited and vanish, anyway.
The markets facilitate exchange of expected risks and returns that fluctuate according to perceived opportu-nities and costs that vary across numerous agents over time and economic conditions. Incidental clustersof those expectations cause demand-supply imbalances to move the asset prices. Additionally, when theunderlying assets deliver unexpected positive or negative economic performance, share prices adjust so asto remain consistent with changing conditions.
Although financial theory does not offer a magic formula, at least it provides the framework that allowsempirical investigations for the elusive, incidental or persistent risk factors that drive returns.
The equation for the expected asset return Ri ,t for the asset i at time t is given by:

E [R i ,t+1] = Γt (βi ,t · Xt ) ) (1)
where:

• Ri ,t+1 is the return to be realized at time t + 1 , E is the expectation operator,
• βi ,t is the N × 1 vector of exposure of asset i to the observed N factors Xt ,
• Xt is the (1 × N ) vector of factors that are assumed to affect expectations,
• Γt is the time-specific function that translates observed factors to retun expectations

Here, one can think of Xt as the set of themes and criteria that influences asset return expectations andportfolio preferences at a point in time. For example, they may be a popular theme such as AI to drivegrowth expectations for the share price of Nvidia lately. The exposure βi ,t of Nvidia to the AI theme may behigh while for a company such as Alcoa which is in the business of metal mining globally, βi ,t may be zero.One can think of βi ,t as traffic lights switching on and off over time differently for each stock as themes,risks and investors’ preferences evolve.
The issue is that we do not know any of those parameters in that simple abstraction (1). We have some ideaabout what the investors generally consider, maybe factors such as profitability, volatility etc., but we haveno idea how those considerations might translate into return performance at a point in time. We would liketo believe that we have some intuitive list of what Xt could consist of, but we do not have a clean method ofmeasurement either. Therefore, equation (1) does not tell us anything other than ’whatever works!’ offersno insights. (That pretty much sums up the field of asset pricing in finance.)
All we have is the historical realizations of Ri ,t and a data set of factors Xt that we imagine, and hope, willshow some covariance with future returns to help us distinguish the Winners and Losers. So, as one caneasily see, the problem in hand is not much different from the Lucky Bets scenario discussed earlier.
Our case is probably a very good example of potential use cases of AI to solve complex problems withouta specific formula. We observe some phenomena that is driven by complex interactions of unknown setof factors. We hope that the computational technology will be able to sift through huge data sets togenerate useful predictions although we are not able to identify what exactly drives those predictions. Image
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recognition with deep neural networks is such a process. We cannot tell how exactly the image recognitionworks, but we see that computer algorithms trained on big-enough data sets can accumulate the cognitiveexperience to generate impressively accurate predictions. A deep learning model trained on millions of X-rayimages, for example, comes close to obtaining a life-time experience of a doctor. That is made possible bybeing exposed to a very large number of instances of a well-defined problem.
To have access to ’the instances of a well-defined problem’ is the key issue that distinguishes forecasting fromother problems. As we increase the size of our data set, by extending the history for example, we do notnecessarily accumulate the instances to learn from. The phenomena that we register in our data sets aremostly the outcome of instances of unique or temporarily relevant circumstances. That is why, with historicalfinance data, we do not see the ’double descent’ phenomenon that is remarkably demonstrated by Belkin(2021) [22]
Alonso and Sonam (2023) [23] applies Belkin’s (2021) [22] methods to financial return data set and showsthat the learning accuracy rate does not improve with larger data sets with more parameters. Alonso andSonam (2023) [23] formally experiments with the financial data sets and documents how the historical datasets fail to show any potential for ’double descent’.

Figure 2. Double-descent of over-parameterized ML models shown in Belkin (2021)

In our case, we have a similar data set with (very) limited learning capacity. In our modeling exercise, weneed to humbly accept that fact, and try to analyze what we can distill from the data set. As discussed in theearlier section, the main argument and motivation of this paper is the lack of such approaches in commonML-driven forecasting practices. There is too much focus on the instances of statistical findings, and too fewdiscussion about how much luck is involved in those findings.
Our data set is the same as the one used in Guida (2020) [24]. The data is available through the book’sGithub. We have monthly data on the Total Return of 1212 global stocks over a 20-year period from 1998to 2019. All the stock characteristics (features) to be used as predictors are scaled and normalised andthey are ready to be used in ML algorithms. Not all stocks are alive throughout the 20 years. Some vanish,others emerge, as they always do, in the data. Therefore, we have an unbalanced panel of cross-sectional,time-series data with over 208K rows (roughly [20 year x 12 months x 1000 stocks]).
Along with the stock returns, there are also 93 different company characteristics such as valuation ratios,past returns, past volatility, accounting measures of profitability, growth, debt, capital expenditures, andmany other similar variable with seemingly relevant economic measures. Of course, we do not knowwhetherany of these variables make any reliable predictor of Winner or Loser stocks at any time. Although thevariables seem to have financially meaningful labels, they are not necessarily different from any randomnumber in relation to their predictive value for future stock returns.
Our prior is that we have some function given in (1) that will partly reveal itself in the large data set in hand.The data is aligned such that a model can be fitted as:

R i ,t+1 = Γ′t (β ′
i ,t · Zt ) + ϵi ,t+1 (2)

where:
• Ri ,t+1 is the return to be realized at time t + 1 ,
• β ′

i ,t
is the estimate of exposures of asset i to the observed N factors Zt ,

• Zt is the (1 × N ) vector of factors that we have in hand with no causal relation with the returns,necessarily
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• Γ′t is the time-specific estimated function that translates observed factors to future returns observed
We transform the problem to the following form:

r ank [R i ,t+1] = r ank [Γ′t (β ′
i ,t · Zt )] + φi ,t+1 (3)

because we are interested in the Rank of the future returns across stocks at a point in time. We set Ri ,t+1 asthe Next 3-Month Return. For example, in 2009-December, we would like to predict the Rank of returnsover the 3 months from 2010-Jan to 2010-Mar. At each point in time (i.e. each Month in the data set), wedefine the top 80% as Winners = 1, and the bottom 20% as Losers (Winners = 0).
To fit a tree-based model, we can use the XGBoost (Extreme Gradient Boosting) algorithm. XGBoost buildsan ensemble of trees sequentially, where each tree corrects the errors of the previous ones by focusing onthe hardest-to-predict cases. The algorithm incorporates regularization to prevent over-fitting. It is popularin categorization (1 vs. 0) problems. The model output includes decision trees similar to the Figure 3 below.
As a start, let’s pick a small portion of the large data set. Let’s take the first 3 years as the Train, and pick the3 months immediately after the Train, as the Test sample. Our hope is that the model will train on the past 36months as the ’most relevant’ period to forecast the Winner and Loser stocks in the next 3-month period.

Figure 3. A partial picture of an example XGBoost tree

To find the best-performing model, we enable hyper-parameter tuning and let the gradient descent algorithmiterate over various parameter combinations and pick a model based on the AUC (Area Under the Curve)measure based on the ROC (Receiver Operating Characteristic) curve. For our given sub-sample, the AUCnumbers as seen in Figure 4.
We see that the Test AUC tapers off quickly while Train fit is improved with iterations. This is not surprisingsince the useful information content of the data is limited in a similar fashion to the experiments conductedby [23].
The selected final model shows an ROC curve in Figure 5. The predictive ability looks poor but in thefinancial markets context, marginal improvements in the probability of picking Winners versus Losers may
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Figure 4. AUC of Test and Train over 200 Iterations

Figure 5. ROC Curve suggests very limited predictive potential but it is better than expected for
stock returns

have significant economic meaning. The idea is not to reach high accuracy, such as in the X-ray imagerecognition problems, but to raise the odds somewhat, even if it is small.
Imagine running a hedge fund managing $10 billion, a 1% increase in the odds may amount to non-negligiblegains. Therefore, in the context of stock returns, the results look interesting, and even remarkable. Whenwe carry the model to a Validation sample that is later than the Test sample, we see that a similar outcomeoccurs.
Table 1 below presents the results of the Logit regressions of Predicted Probability on the Realised Probabilityof selecting Winners. Both the Test sample and Validation sample results confirm that the model-estimatedprobabilities have a statistically significant correlation with the actual outcomes. That is quite encouraging.
The Test sample used to produce the results is in 2002. If we were in 2003 now, and we had run the samemethod to get these results in 2003, would we recommend the ML-driven stock selection strategy as auseful model? Maybe, if we believed that the results are repeatable in the future. However, we did notproduce any evidence on how repeatable the results could be.
At this point, it is important to remember the discussion about the ’instances of statistical results’ beingpublished, and sometimes commercially implemented. In the examples discussed earlier, an in many othersimilar work, the researchers report the incidents of interesting results appearing in their data sample, butdo not proceed with further discussions on reliability or future usefulness. They conclude their work withthe reporting of the statistical instances without analysing how easy it might be to find a fluke with the dataand the ML machinery in hand. Those results do not reflect any ’learning’ or ’AI’, just like the results shownhere so far do not.
Now, let’s develop our example further by utilising more of the data sample. How would the results lookif we were to re-run the modeling exercise over other periods, and then look at the performance of theportfolios that might have been constructed with the help of the ML-driven models?
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Table 1: Do the predicted odds actually help predict the Winners?

When we repeat the exercise over different, consecutive samples and show that we are able to estab-lish a relation between the odds predicted by the ML-driven model and the real odds of catching theWinners, we might have an ’AI-powered’ strategy for stock investing.
It is common practice to apply a moving-window sampling to partition the time series data into Train and Testsub-samples so that the chronological consistency is maintained in the process. Randomized sampling overtime does not work with time-series data due to the risk of look-ahead bias. Especially in the investmentstrategy development practices, researchers run the model-driven portfolio decisions over time with movingsamples to demonstrate how the portfolios could have performed if the same decision rules or modelingmethods were applied. It is called back-testing. Many academic publications also use the same procedure tovalidate their predictive modeling. (See Kelly et al. (2022) and Harvey et al. (2019) [19, 25] for a couple ofexamples.)
To see whether our ML-driven portfolio decision rule could work over time, let’s repeat the XGBoost modelfitting exercise over consecutive moving samples and construct portfolios according to the predicted oddsof catching Winner stocks. As mentioned earlier, the objective is not to make highly accurate predictionsof stock returns but to improve the odds for our bets in the gamble. At a point in time, we bet on roughly150-200 stocks to buy (to go Long in finance lingo) and about the same number of stocks to sell (to go Shortin finance lingo) out of about 1000 stocks. Among all those bets, if we can catch a few good ones, and avoidthe bad outcomes each time, we can accumulate profits as we repeat the same process over and over.
We let our XGBoost model train over 36-month periods, as shown in Figure 9, then predict the Winnerstocks in the consecutive 3-month Test period which is separated from the Train sample by +3-month gapto avoid any information leakage. We construct equal-weighted portfolios of stocks that are predicted tobe likely to deliver Winner performance (i.e. top 80-percentile in that particular 3-month period) and webuild another portfolio with the stocks that are predicted to be the least likely Winners. We calculate thereturn difference between the predicted Winner and Loser stock baskets for the period up to 2008. Theaccumulated return trajectory looks like the one shown in Figure 10.
The performance chart looks encouraging again. The AI machinery seems to be able to find a way to improvethe odds of our 3-monthly bets on stocks. The evidence on the usefulness of the ML algorithms to guidethe future stock return forecasts is accumulating, or it seems so.
Such cumulative return charts of back-tested portfolios are used widely as a historical validation tool infinance. Although it is helpful to run such experiments on historical data sets, the resultant performancecharts may not reveal much about model reliability. In our case, for example, where we choose roughly 200

10/1547 / 66



Figure 6. Model fitting with moving samples in time

Figure 7. ML-driven model seems to deliver remarkable portfolio performance!

stocks among 1000, we have to acknowledge that there are countless (practically, pretty much infinitelymany) portfolio combinations that may be shown to outperform another. It is highly unlikely not to randomlyfind a lucky portfolio among co many possible combinations.
On the other hand, if we divide our sample into much smaller sub-samples, 100 stocks among the available1000 to fit our model, for example, the advantage of exploiting large data sets with ML algorithms fadeaway. Therefore, when we see back-testing exercises that are driven from ML models trained and tested onlarge data sets, we need to look into the drivers of results carefully to answer the following question: Is the
cumulative performance driven by a coincidental sequence of luck or by the accurate predictions of the model?

In commercial applications, such as the AI-powered ETF products mention earlier, the questions about theprobable sequential luck in their back-tests are completely omitted. Such an inquiry is against the commercialincentives to ride the AI wave of our time. Additionally, academics also tend to rely heavily on back-testresults to show some evidence of validation for their models. Those practices are criticized in a growingnumber of papers such as [13], [14] and [25].
Now, let’s make an attempt to shed some light onto the likelihood of ’sequential luck’ in our case. We seethat the ML-based model is able to help us accumulate positive returns with the historical sample prior to2008. Are those positive returns driven by the models’ successful predictions or are we picking up somelucky draws generated by the complex decision tree models?
In order to answer that question, we can run Logit regressions just like the ones presented earlier. If the’predicted odds of being aWinner stock’ correlates with ’actually being one of theWinner stocks’ consistentlyover sequential samples, then we can build more confidence on the reliability of the data and the methods
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employed.
In Figure 8, ideally, we would like to observe the z-values pile up in the second quadrant, in and around theblue shaded area. We see that the dots are slightly tilted towards that area, but it is hard to argue for asignificant cluster. Actually, if we remove 2-3 outliers from the picture, the chart becomes an evenly spreadout scatter centered around zero. That suggests that some luck is involved in upward-trending back-tests.

Figure 8. Z-value of Logit regressions of model prediction on real outcomes - Test vs. Validation
samples

Random luck should converge to an average of zero success in the long run. You might have some luckystreak from time to time, but it tends to correct over time. When we extend our sample further into thefollowing 10 years, we see that outcome.
In Figure 9, the Test sample continues to accumulate some positive return since, during the hyper-parametertuning and model-selection process, the iterative algorithm uses the Test sample to optimize accuracy.However, when we try to implement that ’optimal model’ in the following validation period, we see that themodel does not bring any value.
If we were in 2009, for example, and got excited with the back-test results of our smart, AI-powered setupand implemented it as an investment strategy, we would end-up losing great sums of money- just like manyother similar strategies do all the time.

The simple case discussed above clearly demonstrates the importance of collecting as many instances ofstatistical results as possible to gauge the reliability of the models fitted to historical samples. Unfortunately,neither the financial industry nor the academic researchers seem to have the necessary focus on reliabilitydue to the ongoing rush to produce the next interesting statistical machinery that seems to show an instanceof predictive success. Many end up reporting their lucky draw with an ’outcome bias’.
Forecasting is not only about predictive accuracy but also about estimation of the model risk. Machinelearning models that are over-fitted onto the single sequence of observed history carry substantial reliabilityrisks. However, the trendy labels with suggestive words such as ’learning’ and ’intelligence’ seem to createsome illusion about the models’ limited capabilities especially with historical data in social contexts. Theluck factor and observation bias hiding behind the complex algorithms is a much bigger problem than it isusually discussed.
3 Conclusion
’Learning’ is essentially about figuring things out with experience. AI technologies allow the computers togain and simulate experience by using large amounts of data. As long as we can define the objective andformulate the related optimization problem, iterations over patterns in large data sets help us distill the

12/1549 / 66



Figure 9. Performance in the post-2008 sample converge to zero

mechanisms that bring practical solutions. That is what we observe in many fields from automation to GOplaying. The Boston Dynamics robot dog, Spot, for example, learns to walk over obstacles after processingthe data of all previous falls to make improvements on its target.
A historical data set generally does not provide much information on repeated failures. It shows the outcomescaptured in a certain set of circumstances that may radically change over time. To adopt AI techniques withsuch data sets might help us uncover some patterns that occurred in the past, but it would not necessarilyyield any reliable predictions for the future.
The researchers in social fields, such as economics and finance, generally assume that an out-of-sampleback-test can be used as an evidence of reliability. They present their results without discussing how likely itis to find such a back-test result simply by luck. In some cases, like the one developed in this paper, it maybe very easy to find just by construct. The way we design the prediction target, the data we use, and thecomputational tools we implement might become a powerful combination to produce many statistical flukes.Therefore, while designing forecast models, the researchers need to extend their results into a detaileddiscussion on reliability.
Given that we are able to discover statistical patterns and validate them with the historical data, how usefulshould we expect those findings to be in the future?
To answer that question, we need to run empirical experiments to show what the results could have beenif we had actually implemented similar models discovered in the past. The analysis and discussions in thispaper offer some practical approaches to design such experiments. The results show that the incidentalstatistical discoveries may crumble easily, no matter how they may look convincing in the past. The financeliterature is full of such examples.
As AI-powered applications proliferate many fields in business and academia, it is important to acknowledgethe rising risk of statistical deception as a byproduct of careless and lazy model implementations. Extra careand regulation may be needed in the areas where artificial intelligence blends with too much natural humanignorance.
4 Discussion
The complexities related to the implementation of predictive machinery in financial investment and economicpolicy are actually go far beyond the reliability issues. For example, if large asset managers start implementinginvestment decision rules based on similar models, and if those models start to trigger correlated decisionsignals, they might generate self-fulfilling fluctuations in the market. Not only the actions become morepredictable but also the models might induce cascades of decisions that are chasing each other.
Cascading actions are a common phenomenon in the financial markets. The AI models carry the risk ofamplifying the cascades with automated herding behavior. Then the models drive their own validationsuccess, and demise.
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The nature of the problem is quite complex. In social settings, if enough people believe in something, thatbelief actually becomes the truth. If all believe that AI has huge economic potential and NVIDIA will bethe company to benefit from that economic potential, and then invest in the company, NVIDIA stock pricesurges, pushes down cost of capital and triggers more investment decisions by the company, in a circularmanner. AI-driven decision rules can work to build that self-fulfilling circuit. Therefore, the reliability andusefulness the models become rather fluid and stochastic.
An analogy from image recognition models would be as follows: In social settings and markets, if there areenough number of people that believes in a model that says the image is a cat, the image actually becomes acat, no matter what it was to start with.
Such complexities will probably be the subject of other papers.
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Appendix A: Data set
The data set on stock returns and attributes is a courtesy of the work by Guida (2020) [24]. The variabledescriptions and exploratory data analysis can be found at: https://www.mlfactor.com/data-description.html
All feature variables are scaled and normalised. The details are not included to keep this document inmanageable length.
The R codes used in this paper are available by request from the author.
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Abstract
Research in the field of nuclear technology increasingly focus on artificial intelligence (AI) and machinelearning (ML) techniques to make nuclear power plants easier to operate safer, and more reliable. This reviewinvestigates the integration of AI and ML in nuclear power technologies over the past decade. We collected725 research articles from five leading journals related to nuclear technology, categorizing them into fivedistinct groups identified by the International Atomic Energy Agency (IAEA) based on their focus researchareas. This study aims to investigate the evolution of research topics over the years. We also examined thekeywords used within these studies to obtain insights into prevailing trends. Furthermore, we summarizedthe AI and ML techniques employed across these articles to understand their applications in the nuclearsector. This study demonstrates experience using artificial intelligence-supported methodologies to improvevarious aspects of nuclear technology and promote innovation in the nuclear industry. Over the last decade,the use of AI and ML in research on nuclear power reactors has significantly increased. In 2018, there was arapid increase in research articles on AI and ML applications; this trend has increased linearly over the lastfive years. The groups with the largest share in the published articles are prediction and prognosis, analytics,and optimization, respectively. However, research articles about automation for nuclear power have beenincreasing significantly in the last five years.
Keywords: artificial intelligence, machine learning, nuclear power plants

1 Introduction
In recent years, nuclear energy has begun to attract attention again as a low-carbon and reliable energysource. On the other hand, the rapid development of artificial intelligence (AI) technologies in recentyears and the development of tools that enable the fastest integration of these technologies into differentindustries have opened the door to new capabilities that researchers can greatly benefit from in theirresearch on nuclear power technologies. By adding new AI capabilities to the point reached so far in thefield of nuclear engineering, the opportunity has arisen to optimize reactor design, performance and safety,and to achieve high efficiency and lower maintenance costs. Machine learning (ML) techniques are usedto automate routine procedures and tasks. This increases reliability and reduces human or system errors.Predictive applications of AI are increasingly helping to monitor operations and detect anomalies [1].
Nuclear power technology has played a significant role in providing carbon-free energy for decades andhas made significant contributions to global efforts to reduce greenhouse gas emissions. Reducing thegreenhouse gas emissions globally to reduce the effects of climate change is now a requirement that isaccepted all over the world. With the Paris climate agreement, countries have declared their goals anddetermination in this regard to the whole world. One of the most effective ways to reduce carbon emissionsis to reduce the use of fossil fuels in electricity generation. Plans for this goal have also strongly highlightednuclear power plants in recent years. Nuclear energy offers a low-carbon solution that can be implementedon a large scale within the required time frame and provides clean, reliable, and affordable electricity globally.According to the International Atomic Energy Agency (IAEA), by 2023, nuclear energy will account forapproximately 10 percent of global electricity production and a quarter of all low-carbon electricity [2].Nuclear power reactors with a capacity of approximately 413 gigawatts (GW) operating in 32 countriesprevent global emissions of 1.5 gigatonnes (Gt) per year and global gas demand of 180 billion cubic meters(bcm) [3].
Concerns about climate change have accelerated the development of small and modular nuclear reactor
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(SMR) designs in recent years. SMRs are nuclear fission reactors with an electrical power output of lessthan 300 megawatts (MWe). SMRs provide modular production, factor production, portability, and scalablesustainability [4]. SMRs offer enhanced safety features, simplified installation, and flexibility in operation.They can be built in a factory environment, transported to the field, and installed on-site. This reducesconstruction times and costs. With the lower accident risks and minimal radiological consequences, SMRsare good choices for carbon free electricity production. AI and ML technologies are frequently used for thedevelopment of SMRs.
The nuclear power industry has begun to leverage AI in areas such as automation, design optimization,data analytics, prediction, and insight extraction. According to the IAEA, today AI in Nuclear efforts aim toexpand AI technologies from pilot studies to broader applications today [5]. AI applications enable precisemonitoring and control of operating nuclear reactors and ML models are widely used to simulate reactorbehavior. AI and ML constitute important areas of development in predictive maintenance and monitoring.ML algorithms are used especially in predicting failures. The aim is to analyze sensor data from variouscomponents of the nuclear reactor and ensure that maintenance is carried out without experiencing anyaccidents. These applications reduce operating costs. In addition, AI-supported optimization algorithms areused to improve reactor core design to increase fuel efficiency. Moreover, AI applications are integrated intoreal-time monitoring and control systems to develop automatic responses to detect anomalies and maintainreactor stability. Techniques such as neural networks and fuzzy logic also excel in managing uncertainties,which are among the most important issues in nuclear engineering calculations. In addition, AI-supporteddigital twins and virtual simulations provide valuable information for design, testing, and training, whileAI-supported models optimize the management and disposal of nuclear waste. As AI and ML continue todevelop, their applications in nuclear reactor technologies will also increase.
As AI technologies develop and their use becomes widespread, energy consumption levels are also increasing.New generation nuclear power reactors are seen as an important opportunity to meet these rising energydemands. Today, large technology companies are trying to purchase electricity directly from nuclear powerplants [6]. As industries and societies move towards AI-driven systems, the demand for clean, reliable andcontinuous power sources will increase. With its high energy density and ability to operate independentlyof weather conditions, nuclear power is in a unique position to meet these needs [7].
This study examined the research articles of the last ten years that applied AI and ML techniques in thefield of nuclear energy. Five journals directly related to nuclear technology were selected and 758 researcharticles were obtained online. Articles related to public perception, public opinion, optimization of electricpower generation, and power forecasting were excluded. As a result, 725 research articles on nuclear energyreactors were included in the study. The abstracts of these articles were examined, and the articles wereclassified into five main groups defined by the IAEA for AI applications in nuclear energy. This analysisidentified changes in the focus areas under these categories, and keyword analysis highlighted the mostemphasized techniques and the nuclear reactor technologies to which these techniques are related.
1.1 The Evolution of AI and ML Applications in Nuclear Technology
The use of AI andML in nuclear technology began in the early years of the development of these technologies.The chronological development of the integration of technologies can be summarized as follows [5]:

• 1960-1980: Monitoring reactor operating conditions
• 1980-1990: Expert systems for diagnose anomalies and prediction of failures (Following the ThreeMile Island nuclear power plant accident in 1979, many methods, especially safety analyses, began tobe developed to systematically structure nuclear safety)
• 1990-2000: ML for predictive maintenance and neural networks to model complex processes.
• 2000-2010: Reactor design and risk management
• 2010-2020: Control systems, operational efficiency, and fuel cycle optimization.
• 2020-: Advanced reactors and fusion power, optimizing operations,improving grid management, andimproving cybersecurity, revolutionizing maintenance and safety procedures

Future AI-enabled autonomous systems are likely to revolutionize maintenance, inspection, and overall safetyin nuclear operations [8]. As AI technologies develop, their impact on nuclear technology also increases.
1.2 IAEA’s Grouping of AI Applications in Nuclear Power
AI falls into logic- or knowledge-based AI and data-driven AI. AI refers to a collection of technologies thatproduce systems capable of tracking complex problems in ways similar to human logic and reasoning. ML
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technologies learn how to complete a particular task based on large amounts of data. According to thereport of IAEA, the main opportunities for AI to achieve a positive impact on the nuclear power industry canbe grouped into the 5 areas: Automation, Optimization, Analytics, Prediction and prognostics and Insights[5].
Studies on automation are basically investigating new system innovations to increase reliability and effi-ciency by minimizing human intervention in routine tasks. Automating repetitive processes provides easiertraceability and faster detection of system errors, as well as leading to the reduction of human errors. Thus,it is possible to speed up the processes during the operation of nuclear power plants. All these developmentscan provide cost savings as well as increased productivity and more efficient and effective use of humanresources. The summary of content for studies on automation as described by IAEA is given below:

• High-pressure tasks in nuclear plants increase human error; data science can automate these processes.
• ML improves complex data analysis and defect detection in inspections.
• ML detects anomalies in control rod drive mechanisms (CRDMs), reducing human evaluation needs.
• Anomaly detection and operator awareness are enhanced with ML and physics-based models.
• Drones and natural language processing (NLP) streamline inspections and decision-making.

Optimization focuses on improving the efficiency and effectiveness of complex operations in all processesfrom the design, installation, operation and dismantling of nuclear power plants. The main focuses ofresearch in this area are to find the best possible solution within physical and economic constraints bymaximizing output, increasing efficiency, minimizing costs, or improving overall performance. Optimizationtechniques are generally developed to ensure that complex processes in the operation of nuclear powerplants continue as smoothly and efficiently as possible. The summary of content for studies on optimizationas described by IAEA is given below:
• Data science optimizes inventory management and outage scheduling in nuclear power.
• ML enhances scheduling and radiation mitigation.
• AI improves design processes, safety, and cost efficiency.
• AI balances multiple goals in reactor control.
• AI addresses optimization in in-core fuel management.

Research in the field of analytics aims to improve the quality of existing models and deepen the understandingof the analyzed systems. The importance of both theoretical and experimental studies in the developmentof nuclear reactor technologies is very great. Since the early years of commercial use of nuclear powerreactors, important physical phenomena have been simulated with simulations and experiments that arephysically impossible or too costly to be carried out in a computer environment. In this way, data can beproduced for neutronic and thermal hydraulic calculations, and again, with sector-specific calculation tools,the behaviors of reactors and all components of the power plant under different conditions are tried tobe predicted. All developed analytical tools and techniques help to identify patterns, trends and insightsthat can be used to improve analytics, decision-making, improve models and optimize system performanceby collecting, processing and interpreting data. Hence, predictions can become more accurate to developbetter strategies. The summary of content for studies on analytics as described by IAEA is given below:
• AI techniques support long-term research benefits.
• Expedite characterization and validation of materials for new designs.
• Develop quality assurance practices for additively manufactured components.
• Create complex models for improved accuracy in decision-making.
• Enhance model validation and support digital twin applications.

Prediction and prognosis focus on predicting the behavior of systems and their components under differentconditions or possible failures, thus improving the planning and execution of maintenance activities. Predict-ing failures in advance is important for preventing serious nuclear power plant accidents, managing accidentsin the most effective way, and mitigating their consequences. By using data-driven models and algorithms,proactive maintenance systems can be established as potential problems can be predicted before they occur.The summary of content for studies on prediction and prognosis as described by IAEA is given below:
• Data science for predicting events and assessing asset conditions.
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• Tools for planning maintenance and reducing unexpected downtimes.
• Monitoring operation data for abnormal conditions and timing of inspections.
• Advanced simulation tools not fully utilized by end-users.
• AI addresses prediction challenges with mathematically rigorous algorithms.

Data from operating experience and experiments are used to generate insights. For this purpose, experiencefrom a single reactor can be used, as can data from various reactors around the world. This data is evaluated,and important lessons are learned, and these conclusions are shared with nuclear reactor operators aroundthe world. In this way, it is possible to gain insight into the possible outcomes of some operating processes,examples of good practice, and actions that may have negative consequences. These insights are used toimprove operating conditions and reduce errors. The summary of content for studies on insights as describedby IAEA is given below:
• Thousands of reactor years of operational experience.
• Extensive libraries of validation experiments.
• Data science technologies for best practices and decision-making.
• AI applications for maintenance record assessments.
• Challenges with language and jargon specificity.

2 Material and Methods
This study investigates the areas of focus and the trend of change in research articles published by researchersin the field of nuclear power in the last ten years. The research articles published in the last ten years byfive important journals in which research articles in the field of nuclear energy and nuclear technology arepublished were included in the scope of the study. The following two search terms were used in the searches:"nuclear power" + "AI", "nuclear power" + "machine learning". A total of 758 research articles were found.Articles related to public perception, public opinion, optimization of electrical power generation, and powerforecasting were excluded.725 of research papers on nuclear power reactors were included in the analysis.

Table 1. Number of Reviewed Research Articles

Journal Name Number of Papers Accessed Number of Papers Reviewed
Nuclear Engineering and Technology 142 126Annals of Nuclear Energy 241 232Nuclear Engineering and Design 184 179Progress in Nuclear Energy 139 138Journal of Nuclear Science and Technology 52 50TOTAL 758 725

The selected research articles were classified according to the IAEA grouping explained in previous section.In this way, it was tried to determine the trends in the subjects of the researchers’ research in the last 10years. In the second part of the study, the keywords used by the researchers in the articles were analyzed anda second data was tried to be obtained for the areas where the researchers focused. The second informationobtained from the keywords is the AI and ML techniques used. In addition, the articles were examined andthe tools used were determined. The techniques and tools determined to be used are given in the followingsection.
3 RESULTS
3.1 The Outstanding AI And ML Applications in Nuclear Power Research For The Last Decade
As a result of keyword analysis of the research articles included in this review, the word cloud given in Figure1 was created. This cloud is an important visual in terms of seeing the most common purposes for which AIand ML applications are used in nuclear power plants. A significant portion of the reviewed articles focusedon fault diagnosis, and topics such as accident analysis, error analysis to prevent accidents, fault detection,anomaly detection, and control systems also came to the fore. As a result, it can be said that analyses relatedto nuclear safety are clearly visible in the studies. Analyses such as uncertainty and sensitivity analyses alsoclearly show themselves in the studies.
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Figure 1. Word-cloud of nuclear research areas for which AI and ML techniques are used

Among the reactor types that stand out in the reviewed articles regarding the use of AI and ML techniques inthe development of nuclear power technologies are PressurizedWater Reactor (PWR), BoilingWater Reactor(BWR), High-Temperature Gas-Cooled Reactor (HTGR), Sodium Fast Reactor, Fast Breeder Reactor, SmallModular Reactor (SMR), Advanced Gas-Cooled Reactor (AGR), Pressurized Heavy Water Reactor (PHWR)[9] [10] [11] [12] [13] [14] [15] [16]. Important components of nuclear power reactors, Steam Generators,Reactor Core, Fuel Assemblies, Containment Structures and Cooling Systems, take up an important placeamong the reviewed studies. [17] [18] [19] [20]
Studies on fuel types, core array optimization, fuel lattice design, fuel performance modeling, spent fuel, etc.are among the studies conducted on nuclear fuels. [21] [22] [23] [24]
Another important area where AI and ML techniques are used is nuclear safety and risk management. In thereviewed articles, it was observed that they focused on Probabilistic Risk Assessment (PRA), Safety Analysis,Accident Diagnosis, Fault Diagnosis and Identification, Safety Margin Analysis, Uncertainty Quantification,Risk-Based Approach, Safety Critical Systems. Fault diagnosis has been the most focused area in the last 5years. [25] [26] [27] [28] [29] [30] [31] [32]
Many topics such as Loss of Coolant Accident (LOCA), Large-Break Loss-of-Coolant Accident (LBLOCA),Station Blackout, Severe Accident Analysis, Post-CHF Analysis are the topics that researchers focus onregarding accident situations in nuclear power plants [33] [34][35] [36]. In addition, many studies have beenencountered regarding the safety systems of nuclear reactors. Some of these systems are Reactor CoreIsolation Cooling (RCIC) System, Passive Systems, Emergency Response Systems [37] [38]. Many topicsrelated to nuclear safety such as effective management of emergencies, radiation protection, Dosimetry,Environmental Radioactivity, Radiation Shielding, Radioactive Effluents, Atmospheric Dispersion attract theattention of researchers. [39] [40] [41]
Numerous studies have been encountered regarding the Thermal Hydraulics field, which is an importantcomponent in the efficient and safe operation of nuclear reactors. It has been observed that the areas ofparticular focus in this regard are Critical Heat Flux (CHF), Thermal Stratification, Flow Regime, Heat Transferand Flow Correlations, Thermal Mixing and Stratification, Heat Exchange Coefficient. [42] [43] [44] [45]
It is understood that AI and ML applications have also begun to be widely used in Decommissioning andWaste Management. It is seen that the research in this field focuses on topics such as Decommissioning andDismantling Processes, Waste Management, Radioactive Waste Disposal, Radioactive Waste RepackagedDrums and In-Situ Decommissioning. [46] [47] [48] [49]
One of the areas where AI and ML applications are most widely used in nuclear power technologies isInstrumentation and Control. In this study, topics such as Digital Instrumentation and Control (I and C),Control Room Radiological Habitability, Automatic Control Systems, Feedback Control, Voltage Regulatorand Turbine Speed Control are among the research topics. [50] [51] [52]
Modeling and simulation are of vital importance in the development of nuclear power technologies. Importantdecisions in processes such as reactor designs, approval of designs, and licensing are made based on theresults of analyses made with modeling and simulation tools. In the analyses conducted, it was seen that AIand ML applications were frequently used in this field in studies conducted in the last 10 years. Topics suchas Computational Fluid Dynamics (CFD), System-Level Modeling and Simulation, Multi-Physics Simulations,Physics-Based Modeling and Data-Driven Modeling have come to the fore [53] [54] [55]. The increasinginterest in new technologies such as Digital Twin Technology, High Fidelity Simulation, Exascale Computingand Augmented Reality for Educational Purposes is also evident in the reviewed papers. [56] [57] [58]
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3.2 The Outstanding AI And ML Techniques In Nuclear Power Research For The Last Decade
As a result of keyword analysis for AI and ML techniques in nuclear power research, the word cloud givenin Figure 2 was obtained. This cloud shows the most common AI and ML techniques used for researchin nuclear power plants. The most prominent techniques in the cloud include neural networks and theirvarieties. Deep neural networks, convolutional neural networks (CNNs), and recurrent neural networks(RNNs) are some of them. Neural networks are widely used for fault diagnosis, predictive maintenance, andreal-time monitoring in nuclear systems [59] [60] [61] [62]. Generative Models and Deep Belief Networksare applied to develop predictive maintenance systems and improve fault diagnosis [63]. In addition toexperimental data, they can generate new data samples to work with larger data sets. They can learncomplex representations from large data sets. Hybrid and Ensemble Methods such as CFD-ANN in thecloud are also prominent. These are developed by combining the strengths of different models to improvethe prediction performance. [64]. Time Series Analysis Techniques such as LSTM (Long Short-Term Memory)networks and time series deep learning are used to analyze dynamic data that are of great importance incritical processes such as reactor transitions and safety analysis scenarios [65]. They help in predicting anddiagnosing time-dependent events.

Figure 2. Word-cloud of nuclear research areas for which AI and ML techniques are used.

These techniques facilitate anomaly detection, system prognosis, and improved decision-making by lever-aging large datasets and complex patterns. Techniques such as random forests, support vector machines(SVM), and genetic algorithms are applied for tasks like fault detection, optimization of reactor designs, andanalysis of reactor behavior [66] [67] [68]. These algorithms are utilized for handling imbalanced datasets,feature selection, and predictive modeling. Genetic algorithms, ant colony optimization, and other opti-mization techniques are applied for reactor fuel design, control system optimization, and multi-objectiveproblem-solving. These algorithms help in finding optimal solutions for complex reactor configurations andoperations. Reinforcement Learning and Deep Reinforcement Learning techniques are used for operatorsupport, diagnosis, and control automation [69] [70]. They help in optimizing reactor operations and im-proving safety functions by learning from interactions with the environment and adapting control strategiesaccordingly. Algorithms for pattern recognition are employed in digital neutron spectroscopy and signalprocessing [71] [72]. These methods help in identifying and analyzing complex patterns within nucleardata, enhancing safety and security measures and monitoring capabilities. Bayesian Networks and BayesianMachine Learning techniques are used for probabilistic risk assessment, safety analysis, and updating modelswith new data [73] [74] [75] [76].
AI methodologies such as Principal Component Analysis (PCA), Autocoders, and Graph ConvolutionalNetworks are used for data dimensionality reduction, feature extraction, and pattern recognition. [77] [78][79] [80] [81] [82]. Deep learning models and reinforcement learning are used to optimize and improvesystem performance and fault detection. [83] [84] [85] [86][87]. Various optimization methods, includinggenetic algorithms, ant colony systems, and multi-objective optimization, are applied to improve reactordesigns, fuel management, and operational efficiencies [88] [89] [90] [91]. These techniques help improveprocesses and system configurations for better performance and safety. Dimensionality Reduction andData Visualization Methods like principal component analysis (PCA), autoencoders, and singular valuedecomposition (SVD) are used for reducing the complexity of data, enhancing feature extraction, andvisualizing high-dimensional data for better analysis and interpretation [92].
Studies investigating the use of automated systems for automation, monitoring, control, and diagnosis innuclear power plants are increasingly concentrated. Tools such as Hardware in the Loop (HIL) simulations
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and programmable logic controllers (PLCs) are increasingly important to automate processes and increaseoperational reliability [93] [94].Analytical tools and methods are used to extract actionable insights fromlarge data sets. Techniques such as statistical analysis, data visualization, and pattern recognition helpunderstand system behavior and predict potential problems. [95] [96] [97] [71].
In recent years, predictive maintenance and prognostics have been key areas where analytics provide insightsinto equipment health and system reliability. Techniques such as Bayesian Neural Networks and time seriesanalysis help predict failures and plan maintenance. Safety-related studies are also among the main areasof interest for applications in the field of AI and ML. These studies generally focus on probabilistic riskassessments, accident analysis, and fault diagnosis to improve nuclear power plant safety. Tools such asMELCOR and RELAP5/SCDAPSIM are widely used nuclear engineering software for safety analysis anduncertainty quantification [98] [99]. Methods such as risk-based analysis, sensitivity analysis, and hazardanalysis are used to assess and reduce risks associated with the operation of nuclear power plants andradioactive waste management [100].
The research articles reviewed focus on innovative technologies such as digital twin technology and aug-mented reality to simulate and visualize complex systems, improve understanding, and increase operationalcontrol [101] [102].These technologies provide a virtual representation of physical systems for better moni-toring and decision-making. Studies on AI and ML applications have also focused on radiation protection,radioactive waste management, and environmental impact assessments. It is understood that radiationdose, distribution, and waste processing assessment techniques are considered crucial to ensure safety andcompliance [103] [104] [105].
3.3 Trends In Focus Of AI And ML Use In Nuclear Power Research For The Last Decade
In this study, a total of 725 articles were distributed into groups using the grouping approach made by theIAEA on the use of AI and ML in the nuclear power field. As a result of this study, the distribution given inTable 2 was obtained. Between 2014 and 2024, the annual number of published research papers in thisfield has increased by 13 times. Additionally, in parallel with the rapid advancements in AI technologiesworldwide over the past five years, the use of AI and ML techniques in nuclear power research has alsobecome more widespread.

Table 2. Grouping of the Reviewed Articles

According to Figure 3, 32 percent of the research in the last 10 years is in the field of prediction andprognostics, 24 percent in analytics, 22 percent in optimization, 12 percent in insights and 10 percent inautomation.
In the graph given in Figure 4, it can be observed in which groups researchers use AI and ML techniquesmore in nuclear power technologies and the change in this focus point according to the years. A significantincrease is observed in the number of articles using AI and ML techniques in 2018 and after. 668 of the 725articles examined were published in 2018 and after. The total number of articles has increased significantlyover the years and second sharp rise was in 2020 and onwards.
This trend indicates a growing interest and emphasis on AI and ML techniques in the field, likely driven bytechnological advancements and increased computational capabilities. The peak in 2023 and 2024 showsthe highest level of research activity, suggesting that these technologies are becoming increasingly critical inrecent applications.
Automation stands out with a notable increase, especially from 2018 onwards. This surge reflects theindustry’s focus on automating processes to enhance efficiency and safety, particularly in complex envi-ronments such as nuclear power plants. The consistent rise indicates that automation remains a priorityarea for research and development. Prediction and Prognostics is the dominant group as an emerging focus
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Figure 3. Distribution of Articles Due to the Groups.

Figure 4. Evolving Research Trends in AI and ML Applications in Nuclear Technology.

area. Prediction and Prognostics and Optimization have seen marked growth since 2020, indicating a shifttowards more sophisticated and predictive maintenance strategies. This trend suggests that researchers areincreasingly exploring ways to predict equipment failures and optimize operations to prevent unplanneddowntime and enhance safety protocols. The categories of Analytics and Insights have shown steady growthover the years, underscoring their importance in data interpretation and decision-making. The gradualincrease in articles highlights a consistent effort to extract actionable insights from data, supporting informeddecisions in complex systems. The sharp increases in recent years, particularly in advanced techniques likePrognostics and Optimization, reflect a maturation of AI and ML applications. This growth is likely driven bythe successful implementation of these technologies in real-world scenarios, leading to increased confidenceand further exploration in the field. Overall, the trends suggest a dynamic evolution in research priorities,with a clear shift towards automation, predictive analysis, and optimization, indicating that AI and ML arebecoming integral to the future of the nuclear power industry.
4 CONCLUSION
This study provides a comprehensive review on the application of Artificial Intelligence (AI) and MachineLearning (ML) in nuclear power technologies over the past decade. By analyzing 725 research articles fromfive leading nuclear technology journals, key trends and developments were identified in automation, opti-mization, analytics, prediction and prognosis, and insights. The findings show that AI and ML are increasinglyintegrated into various aspects of nuclear power: A graphical analysis of the growth in publications overtime highlights the increasing importance of AI and ML in nuclear power. The significant increase in researchoutput since 2018 demonstrates the rapid adoption of these technologies, particularly in areas such asforecasting and prognosis, automation, analytics, and optimization; collectively, these constitute a significant
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portion of the reviewed literature. The summary of this review is as follows:
• Over the years, the use of AI and ML in research on nuclear power reactors has increased.
• In 2018, there was a significant increase in research articles with AI and ML applications. This trendhas increased linearly over the last 5 years.
• The groups with the largest share in the published articles in the last 10 years are prediction andprognosis, analytics and optimization, respectively.
• On the other hand, a significant increase in automation research has been observed in the last 5 years.

As a result, AI and ML are becoming an integral part of the advancement of nuclear energy technologiesand providing innovative solutions to complex challenges. However, the review also highlighted the lack ofstandardized benchmarking practices that limit the wider adoption and validation of AI andML applications innuclear engineering. Defining these benchmarks is of great importance to ensure the practical application ofAImodels in real-world nuclear scenarios. Continued research and development, alongwith the establishmentof standardized benchmarks, will be essential to safely and effectively integrate these technologies anddrive the future of the nuclear industry towards greater safety, efficiency and innovation.
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